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Abstract Autocatalysis is a fundamental concept, used in a wide
range of domains. From its most general definition, that is, a Hugues Bersini!
process in which a chemical compound is able to catalyze its own
formation, several different systems can be described. We detail
the different categories of autocatalyses, and compare them on the
basis of their mechanistic, kinetic, and dynamic properties. It is
shown how autocatalytic patterns can be generated by different
systems of chemical reactions. The notion of autocatalysis covers a
large variety of mechanistic realizations with very similar behaviors; Keywords
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in a mathematical form. This notion, while describing dynamic template, competition, mechanism,
behaviors at the most fundamental level, is at the basis for autopoiesis

developing higher-level concepts towards life: autocatalytic sets

and autopoietic systems. A version of this paper with color figures is

available online at hiip:/] dx.doi.og/ 10.1162/
artl_a_00033. Subscription required.

I Introduction

The notion of autocatalysis was introduced by Ostwald in 1890 for describing reactions showing a
rate acceleration as a function of time [33]. An example is the case of ester hydrolysis, which at the
same time is acid catalyzed and produces an organic acid [20]. Defined as a chemical reaction that
is catalyzed by its own products, it was soon been described on the basis of a characteristic differ-
ential equation [34, 35]. Typically used to describe complex behaviors of chemical systems, such as
oscillatory patterns [23], it was immediately found to be essential for the description of biological
systems, including the growth of individual living beings [40], population evolution [24], and gene
evolution [30].

The extension of this concept from a chemical description to a more general context was initially
carefully described as an analogy, sometimes qualified as the more general notion of autocatakinesis
[25, 55]. However, it eventually led to an overgeneralization of the term autocatalysis, tending to assimilate
it to the notion of positive feedback, for example, in economics [26]. The notion of autocatalysis is now,
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however, actively being used for describing self-organizing systems, in particular in the field of emer-
gence of life and artificial life. Autocatalytic processes are the core of the mechanisms leading to the
symmetry breaking of chemical compounds towards homochirality [11, 39], and can be identified in
several experimental systems [19, 45]. However, how such autocatalytic processes are to be regarded
is still under heavy debate [37, 3].

Artificial life has always been more interested in the structural characterization of biochemical
reaction networks rather than on its dynamic behavior (which results from it). This can be explained
through the logical and computational roots of ALife. Consequently, a first interest for autocatalysis
in the artificial life literature owes more to its intrinsic homeostatic character, that is, the ability to
keep producing all chemicals of the system and to stabilize their concentrations despite continuous
extinction and external perturbation. This homeostasis naturally is supposed to emerge from the struc-
tural closure of the reaction network.

Alife researchers think that in order to appear and maintain itself inside a soup of molecules
entering various reactions, such a reactive system must form an internally cycled network or a closed
organization, in which every molecule is consumed and produced again by the network. Above all, in
order for life to begin, all of the components must have been able to stabilize themselves in time.
These closed networks of chemical reactions are thus perfect examples of systems that, although
heterogeneously composed, are capable of maintaining themselves indefinitely despite the shocks that
tend to destabilize them. This comes about through a subtle self-regeneration mechanism, where the
molecules end up producing those molecules that have produced them.

The purpose of this article is to clarify the meaning of chemical autocatalysis, and to explain how
this dynamic concept is linked to the structural concept used in artificial life. This effort will be
undertaken by covering the following points:

e What is autocatalysis for a chemical system? On the basis of the general description
of a process allowing a chemical compound to enhance the rate of its own formation,
autocatalysis is defined by a kinetic signature, expressed in a mathematical form.

* How can an autocatalytic process be realized? As many mechanisms can reduce to the same
macroscopic kinetic laws exhibiting autocatalysis, the focus is put on several mechanistic
realizations of autocatalytic processes, based on simple models further illustrated by
concrete chemical examples.

e How can autocatalysis be observed and characterized? The focus is put on the dynamic
properties, showing that this phenomenon is the direct consequence of the kinetic
pattern, rather than the underlying mechanism.

e What is the role of autocatalysis? Embedded in a nonequilibrium reaction network, the
competition between autocatalytic processes allows the onset of chemical selection, that is,
the existence of bifurcation phenomena allowing the extinction of some compounds
in favor of others.

2 Autocatalysis: A Practical Definition

2.1 A Kinetic Signature

From its origin, the notion of autocatalysis has focused on the kinetic pattern of chemical evolution
[34]. The general definition of autocatalysis as a chemical process in which one of the products
catalyzes its own formation can be mathematically generalized as

dX,‘
dz

= A(X) - x! +/(X), £>0, n>0, [&>]|f] (1)
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where X is the vector of all the concentrations x;. An autocatalysis for the compound x; exists when
the conditions of Equation 1 are fulfilled. The term £(X) - % describes the autocatalytic process
itself, while /(X) describes the sum of all other contributions coming from the rest of the chemical
system.

We have an effective practical definition of the concept of autocatalysis, based on a precise math-
ematical formulation. The causes of this kinetic signature can be investigated, seeking the mecha-
nism responsible for the autocatalytic term. This leads to the discovery of a seties of different kinds
of autocatalysis processes, and their respective effects, describing what observable behavior is gen-
erated by the autocatalytic term (see Figure 1).

2.2 Potential versus Effective Autocatalysis

The kinetic definition of potential versus effective autocatalysis is purely structural. As a matter of
fact, a system may contain potential autocatalysis, that is, an autocatalytic core may exist in the re-
action network. However, in the absence of some specific conditions necessaty for this autocatalysis
to be effective, the potential autocatalysis may be hidden by other kinetic effects, and thus not man-
ifest its behavior in practice.

Possibly, in Equation 1, the term f(X) may simply overwhelm the autocatalytic process. This is
typically the case when an autocatalysis is present together with the noncatalyzed version of the same
reaction, which may not be negligible in all conditions. A simple example is a system simultaneously
containing a direct autocatalysis .4 + B — 2 B, concurrent with the nonautocatalytic reaction .4 — B.
The autocatalytic process follows a bimolecular kinetics, and will be more efficient in a concentrated
than in a dilute solution. The dynamic profile of the reaction is thus sigmoidal for high initial concen-
tration of .4, but not for low initial concentration (see Figure 2a, b).

It is also seen that the function £(X) may vary during the reaction process. In a simple autocatalytic
process as described above, £ is proportional to the concentration of .4, and is thus more important at
the beginning of the reaction (leading to an initial exponential increase of the product B) than at the end

Mechanistic: nX — mX i j
Source of AC

Strict AC mechanism Autoinductive mechanism Other mechanisms?
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®
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Figure |. Classification of the concepts of autocatalysis (AC) depending on their descriptions (mechanistic, kinetic, and
dynamic). The graphs represent the time evolution of autocatalytic reactions. The number close to each curve corre-
sponds to the respective order n. The colors indicated below in parenthesis are visible on the electronic version of this
article. Nonautocatalytic reaction (n = 0, red), and autocatalytic reactions of order n = |/2 (green), | (blue), 3/2 (dotted
red), 2 (dotted green), and 3 (dotted blue).
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Figure 2. (a, b): First-order autocatalytic process (I'} = 10> M-s") in presence of a nonautocatalytic reaction (I'; =
102 M-s"') of spontaneous transformation of A into B (K, = | M, Kz = 10* M). (a) Dilute (a, = 10° M). (b) Concentrated
(ao = | M). (c) Undamped autocatalysis (indirect autocatalysis, described in Figure 4b, I’y = 0.1 M-s").

(leading to a damping of the autocatalysis), so that one has a global sigmoidal evolution. In systems
where the influence of A4 on £ is weaker, as detailed further, an undamped autocatalysis will be observed,
characterized by an exponential variation until the very end (see Figure 2¢).

3 Building Autocatalysis

How can this kinetic pattern be realized? Different chemical systems can be built for obtaining sim-
ilar dynamic behaviors. The task is thus to identify the mechanisms that can potentially generate the
autocatalysis kinetic pattern of Equation 1. In this article all of them will be called autocatalytic. That
status has been disputed for some patterns on account of their distinct chemical realizations. In the
following, we emphasize the major mechanistic patterns to be reduced to an equivalent kinetic auto-
catalysis, and discuss where their differences come from.

3.1 Template Autocatalysis

The simplest autocatalysis corresponds to the direct pattern X — 2 X one instance of a given com-
pound gives birth to two of them, in an atomic transformation. Thus can be represented by the follow-
ing chemical reaction:

k
A+B§B+B (2)
&1

The corresponding network is given in Figure 3a.

This one-step transformation can be decomposed into a succession of two simpler transforma-
tions. The first step is the aggregation of the two reactants into an intermediate compound C, and the
second step is the generation of two identical products from this intermediate:

I
A+ B=C (3)
I,
C=B+B (4)

The corresponding network is given in Figure 3b.
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(a) Direct autocatalysis (b) Direct autocatalysis
with intermediate

(c) Indirect autocatalysis (d) Autoinductive auto-
catalysis

(e) Iwamura et al. [15] sys- (f) Collective autocataly-
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Figure 3. Reaction network of different autocatalytic processes of spontaneous transformation of A into B (a—d), of A + X
into AX (e), and of A, into B; (f). The indicated fluxes correspond to what is observed within the QSSA.

The first mechanism entails the following kinetic evolution:

db da
= 5
dr dz ©)
= kjab— k1 b (6)
This can be expressed as a chemical flux ¢ = % , by relying on the Mikulecky formalism [29, 36, 38]:
(p:F1 (VAVB _Vg) (7)
a
Vai=— 8
1T (8)
b
Vp=— 9
P 9)
[ =4 - K4Kp = £ - K (10)
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where £ and £ are the kinetic constant rates of the first reaction in the direct and reverse direc-
tions, and K4 and Kj are the thermodynamic constants of formation of compounds 4 and B.

Formally, there is a unidirectional flux ¢ of transformation of .4 into B, coupled to a cyclic flux of
the same intensity from B back to B (see Figure 3a, b). In the presence of an intermediate com-
pound, the equations become

o =1 (Val = 1) (11)
0, =T (Ve —17%) (12)
Under the hypothesis that C is an unstable intermediate (i.e., Ko < Kp, K4), the variation of C

can be neglected compared to the variations of 4 and B (quasi-steady-state approximation, hereafter
QSSA), so that

O1RQ, (13)

=¢ (14)
rr,

@Zm(VAVB*Vé) (15)

The system is strictly equivalent to the direct autocatalysis, with an apparent rate I\ [,/ (I') + T)).
With these two systems, we have the perfect kinetic signature of an autocatalytic system, following
a sigmoidal evolution (see Figure 4a). This equivalence is guaranteed as long as the compound C
remains unstable. When that is not the case, the dimeric intermediate C very slowly liberates the final
compound B, which eventually leads to an autocatalytic process of order 1/2 rather than 1 [51, 54].

1f =07
1 —3e-
A M=3e-4 o
103 B
0.1}
109 c
J 0.01
0 le7 0 4000 8000
(a) Direct autocatalysis (b) Indirect autocatalysis
L h=1
! =100 1
f1=0.1
0.1¢
le-2
0.01} ,
3 ’,»‘/B‘
) _ ) 2~ (unseeded)
0 Te5 led 451
(¢) Autoinductive auto-  (d) Collective autocataly-
catalysis sis
Figure 4. Time evolution of compound concentrations for different autocatalytic processes of spontaneous transforma-
tion of Aiinto B (Ks = | M and Kg = 100 M) on a logarithmic scale for concentrations (a—c), and on logarithmic scales for
both time and concentrations (d). K and concentrations are in molarities, times in seconds, and I in M-s™'. (a) Figure 3b,
Ty =1,T, = 10" Kc=0.01l; (b) Figure 3¢, T, =T, = T'; = I'; = 10 (except the values indicated on the graph), K¢ =

Kp = Ke = 0.01; (c) Figure 3d, I', = I'; = 100, Kc = K¢ = I, Kgx = 10; (d) Figure 3f, I', = 100, T, = 1.
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Template autocatalysis requires a direct association between the reactants and the products. This
is typically the case of DNA replication, one double strand molecule giving birth to two identical
double strand molecules, thanks to the very selective association of complementary nucleotides
along each strand. More simple examples can be found in some biological mechanisms that require
autocatalytic processes, for example, for the generation of the chemical oscillations inducing circa-
dian thythm in cells. The system described by Mehra et al. is based on a nonequilibrium system of
association and dissociation of proteins forming a large chemical cycle |[C — AC — AC* — ABC* —
BC* — C* — (], maintained by a flux of ATP consumption, one cycle consuming and freeing .4 and
B [28]. The oscillations ate generated by coupling this chemical flux to an autocatalytic process of
phosphotylation obeying the reaction scheme [53] A + C + AC* — 2 AC*

3.2 Network Autocatalysis

The direct mechanism of template autocatalysis is conceptually the simplest framework. It may not
actually be the most representative class of autocatalysis, and a similar kinetic signature can result
from more complex reaction networks.

3.2.1 Indirect Autocatalysis
The autocatalytic effect can be indirect when reactants and products never directly interact. A simple
framework can be built from the previous system by adding intermediate compounds:

I

A4+D=C (16)
r,

C=B+E (17)
r,

E=B (18)
ry

B=D (19)

There is no direct .4—B coupling, nor any direct 2B formation, but a dimeric compound C'is present.
The network decomposition of this system (see Figure 3c) implies once again a noncyclical flux of
transformation of 4 into B, linked to a large reaction cycle transforming B back to B. This system is
still reducible to an X — 2 X pattern.

The QSSA for compounds C, D, and E comes down to expressing the equality of the fluxes
expressed by Equations 16 to 19, which leads to

1 2
o=—"——"—(Vul3 - 17%) (20)
T RR

Though the same autocatalytic signature expressed by the factor 17417 — 175 is obtained, it is now
multiplied by a nonconstant factor. Depending on the numerical values of the system parameters, the
same mechanistic pattern will thus generate different dynamic properties.

When the terms 174/I'y and 173/1'5 ate small compated to either I or I (i.e., when at least
one of the two reactions (16), (17) is kinetically limiting), the system behaves like a simple auto-
catalytic system, with @ ©¢ z - b before the reaction completion, and with progressive damping of
the exponential growth as long as A4 is consumed. When the term 174/I'y is predominant (i.e., when
reaction (19) is kinetically limiting), the flux @ ©¢ b: The profile remains exponential up to the reac-
tion completion, with no damping due to .4 consumption. When the term 175/I'; is predominant
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(i.e., when reaction (18) is kinetically limiting), the flux @ ©¢ a: The autocatalytic effect is lost (see
Figure 4b).

Network autocatalysis is probably the most common such mechanism. A typical biochemical
example is the presence of autocatalysis in glycolysis [1, 31]. In this system, there is a net balance
following the X — 2 X pattern. ATP must be consumed to initiate the degradation of glucose, but
many more molecules of ATP are produced during the whole process. While these systems are effec-
tively autocatalytic, there is obviously no possible templating effect of one molecule of ATP to gen-
erate another one.

3.2.2 Collective Autocatalysis
More general systems, reminiscent of Eigen’s hypercycles [7], are responsible for even more indirect
autocatalysis. No compound influences its own formation rate, rather, each influences the formation
of other compounds, which in turn influence other reactions, in such a way that the whole set of
compounds collectively catalyzes its own formation.

A simple framework can be built from the association of several systems of transformation .4; —
B,, each B; catalyzing the next reaction (see Figure 3f):

L
A,‘ + Bl’_1 = Bz' + B,'_l (Wlth i = {1, 2, 3, 4} and B4 = B()) (21)

There are four independent systems, connected only by catalytic activities.
If the system is totally symmetric, then all 4; are equal and all 4, are equal, so that the rates become

o =0V (14, = 13) (22)

o=T13(1V4=V3) (23)

This leads to a collective autocatalysis with all compounds present. They mutually favor their forma-
tion, which results in an exponential growth of each compound (see Figure 4d, dotted curve).

With symmetrical initial conditions (i.e., identical for the four systems), the system strictly be-
haves autocatalytically. If the symmetry is broken (e.g., by seeding only one of the B), the system
acts with delays. The evolution laws are subexponential, of increasing order; at the very beginning of
the reaction, considering that .4; do not significantly change and that B, are in low concentrations, we
obtain ¢; ¢ #1. On seeding with By, the compound B, evolves as #2. Tts influence on compound Bj
induces an evolution as #°. In its turn, the influence of compound B; on compound By induces an
evolution as #*. Compound 1 at first remains constant, and it is only following a given delay that it is
catalyzed by By (see Figure 4d).

This system is actually not characterized by a direct cyclic flux, but by a cycle of fluxes influencing
cach other and resulting in a cooperative collective effect:

(A + Ay + A3+ Ay) + (B + By + By + By) (24)

The simultaneous presence of all different compounds is needed to observe a first-order autocatalytic
effect. Given asymmetric initial conditions, a transitory evolution of lower order is first observed,
until the formation of the full set of compounds.

A typical example of collective autocatalysis is observed in the replication of viroids [9]. Fach
opposite strand of cyclic RN As can catalyze the formation of the other one, leading to the global growth
of the viroid RNA in the infected cell.
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3.2.3 Template versus Network Autocatalysis

All the preceding systems can be reduced to an X — 2 X pattern. This is characterized by a non-
cyclical flux of chemical transformations, coupled with an internal loop flux: For each molecule (or
set of molecules) A transformed into B, one B is transformed and goes back to B, following a more
or less complex pathway. Such systems can be considered as mechanistically equivalent: A seemingly
direct autocatalysis may turn out to be an indirect autocatalysis once its precise mechanism is found
by decomposing the global reaction into several elementary reactions.

Practically, autocatalysis will be considered to be direct (or template) when a dimeric complex of
the product is formed (i.c., allowing the “imprint” of the product onto the reactant). If no such
template complex is ever formed, we preferentially speak of network autocatalysis, in which the
X — 2 X pattern only results from the reaction balance.

3.3 Autoinductive Autocatalysis

Some reactions are not characterized by an X — 2 X pattern, but still exhibit a mechanism for the
enhancement of the reaction rate by the products. This is typically the case for systems where the
products increase the reactivity of the reaction catalyst rather than directly influencing their reaction
production itself. These systems still possess the kinetic signature of Equation 1, but are sometimes
referred to as autoinductive instead of autocatalytic [3].

3.3.1 Simple Network

Let us take a simple reaction network of a transformation .4 — B catalyzed by a compound that can
exist in two forms E and E*, E* being the more stable one. These two forms of the catalyst interact
differently with the product B (see Figure 3d):

r,

A+E=C (26)
r,

C=B+E (27)
Ty

C=B+E* (28)

There is no dimeric compound in the system, even indirectly formed.

Provided the catalyst, present in C, E, and E*, is in low total concentration, the QSSA implies the
presence of two fluxes: the transformation of A4 into B catalyzed by E, of intensity ¢, and the trans-
formation of E* into E catalyzed by B, of intensity €, with ¢ >> €. Assuming that F* is very stable
compared to E and C, this decomposition eventually leads to

| Y Y 2l )
=27 -V, 2
¢ g+ (VBVA B) (29)

Once again, the same kinetic signature is obtained, but multiplied by a nonconstant factor. Inter-
estingly, while the mechanism is fundamentally different, the same patterns that were observed for
indirect autocatalysis are obtained:

e When I', > I'|Kp/K 4, the flux @ is I'177% (174 — 77): The system is nonautocatalytic.
e When I, ~ T',Ky/K 4, the flux @ is [ (I9%/179) (745 — 175): The system is simply

autocatalytic.

Artificial Life Volume 17, Number 3 227



R. Plasson et al. Autocatalysis: At the Root of Self-Replication

e When I'; < I'1Kp/K4, the flux @ is 070 (g — V}%/T/A): The system presents an
undamped autocatalysis.

Following the kinetic analysis, the behavior is found to be similar to the time evolution of auto-
catalytic systems (see Figure 4c). The behavioral equivalence of these two systems (kinetically
equivalent but mechanistically very different) will be investigated in more detail in the next section.

3.3.2 Iwamura’s Model

An example of autoinductive autocatalysis is the a-aminoxylation of aldehydes catalyzed by proline
[15]. The cote principle is a reaction 4 + X — AX, catalyzed by P, the product AX catalyzing the
first catalytic step P + 4 — PA (see Figure 3¢). This chemical system can be decomposed into two
different fluxes A + X — AX: one coupled to a catalytic cycle [P — P4 — RAX — P|AX — PJ,
and one coupled to a catalytic cycle [R4 — PAX — P|.AX — PAJ. The first one contains the slow
reaction of 4 on P, and corresponds to a slow flux €. The second one only contains fast reactions,
and corresponds to a fast flux @. In an ideal case, and following the same analytical methodology, the
flux of production of AX can be shown to be equal to

VZ
(.P:FSVIQ(VAVAX_ T}ZIX) (30)
X

The kinetic signature of an undamped autocatalysis is once again obtained.

3.3.3 Network versus Autoinductive Autocatalysis

Autoinductive autocatalysis is mechanistically different from network or template autocatalysis. The
balance equation is rather of the form A4 + aB — (1 + a)B, with a < 1. The noncyclical trans-
formation .4 — B is only weakly coupled to the cycle of B back to itself, this latter one being subject
to a much lower flux than the linear flux. However, autoinduction is kinetically and dynamically
equivalent to network autocatalysis, leading to the same kind of differential equation, and thus of
behavior. It must be noted that the undamped exponential profile—due to a flux only proportional
to the products and not to the reactant—is not characteristic of autoinductive processes [15], but
can also be explained by network autocatalytic mechanisms, when the consumption of the reactant is
not limiting the kinetics of the network.

4 Embedded Autocatalyses

Autocatalysis is not so important per se, but as a way of giving birth to rich nonlinear behaviors
like bifurcation, multistability, or chemical oscillations. It is crucial to study the interaction of auto-
catalytic mechanisms and their ability to generate such behaviors when embedded in a larger chemical
network.

4.1 Dynamical Distinctions
Different behaviors depending on the order # of the autocatalysis can be observed in biochemical
competitive systems. They are classically studied in population evolution [32, 46] and described as
survival of all in the case of 0 < 7 < 1 (characterized by the coexistence of all compounds), as
survival of the fittest in the case of # = 1 (when the only stable solution retains the fittest, or most
reproducible, compound), and as survival of the first in the case of # > 1 (when the final solution
just retains the product initially present in the highest concentration).

The case 0 < 7 < 1 is the least interesting one, as it never leads to a clear selection process.
However, a real mechanism that seems to possess a first-order autocatalysis may actually present
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a lower autocatalytic order. This is typically the case for direct template autocatalysis, in which the
order falls to 1/2 on account of the high stability of the dimeric intermediate—which is actually a
necessary condition for the selectivity of template replication [50, 51, 54]. This turns out to be a
fundamental problem for understanding the emergence of the first replicative molecules [22, 42, 47].
More complex mechanisms may lead to higher orders, typically by the formation of dimeric auto-
catalysts [52]. This is the case of the Soai reaction, whose high sensitivity to initial conditions may
potentially be explained by the formation of trimeric [13] or even hexameric complexes [43].

4.2 Comparative Efficiency of Direct and Autoinductive Autocatalyses

The relative efficiency of two autocatalytic mechanisms can be evaluated by having them compete
which each other. Bifurcations appear when these two autocatalytic processes are placed in a non-
equilibrium open-flow system, both being fed by the same incoming compound and with cross-
inhibition between them:

— A (incoming flux) (31)
A=B, (direct AC) (32)
PESS (autoinduced AC) (33)
By +B,—P (cross-inhibition) (34)
B — (outgoing flux) (35)
B, — (outgoing flux) (36)

In the case of total symmetry between B; and B,, with the same direct autocatalytic mechanism, this
system would correspond to the classical Frank model [11] describing processes for the emergence
of homochirality. Because of the system symmetry, the same probability of ending up with either B,
or B, is observed.

The kinetic equivalence between template autocatalysis and autoinductive autocatalysis can be
shown by making these two mechanisms compete, replacing Equations 32 and 33 with the corre-
sponding mechanisms. The kinetic parameters have first been normalized so that each reaction leads
on its own to the same kinetic behavior (sigmoidal evolution, half-reaction at 10° s), and then multi-
plied by the parameters o and B, respectively, in order to tune the velocities of the mechanisms. The
result is then symmetrical between the two processes, and only the faster product is maintained in
the system: By when a > {3, and B, when o < {3 (see Figure 5a). As a consequence, while mecha-
nistically different, these two autocatalyses are shown to be dynamically equivalent.

This selectivity is independent of the relative stability of By and B,, but is only possible for kinetics
that are well adapted to the global influx of matter. For slow kinetics, there is a flush of the system, and
neither By nor B, can be maintained. For fast kinetics, the system is close to equilibrium, the compounds
B, and B, both being present in proportion to their respective stability (see Figure 5b). Such a result is
well known for open-flow Frank systems [4].

4.3 From Autocatalytic Processes Toward Autocatalytic Sets

These competitive systems are able to dynamically maintain a set of components, to the detriment of
others. These autocatalytic zezworks must however not be confused with autocatalytic sezs. This latter
notion is rather popular in the artificial life literature, but relies much more on the cooperation be-
tween autocatalytic mechanisms than on the competition that has just been detailed here. It implies a
notion of material closure of the system and of self-maintenance of the whole network by crossing

Artificial Life Volume 17, Number 3 229



R. Plasson et al. Autocatalysis: At the Root of Self-Replication

<>

w

Q
O
O
”’

\
5
0
e
W0
Qb

v
o
o
)

Q
Q

Q

Q
Q

3
"
i
4

a8
5
R

O

Q

0.5

}
i

— - l

0
"
Y

=
i
’0

Concentrations (M)
=~

o

ik

7’7
O
,O“

B 01 0.1

(a) Sharp bifurcation depending on the relative val-
ues of a and (8 for moderate reactivities.

104

102

10—
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Figure 5. Competition between template and autoinductive autocatalysis, generating, respectively, compounds B, and B,
from the same compound A. Incoming flux of A and outgoing fluxes of B| and B, are 10°M-s". We have K, = I, Ks, =
Kg, = 100. Direct autocatalysis: ['ac = 10% « o, Ty = 10° - «. Autoinduction, according to Figure 3d: I'y =B, I, =1'3 =
100 - B, Kc = Kg = I; Kex = 10.

energy fluxes [2, 14, 17]. Confusion among these different phenomena can be found in the literature [3],
when the failure of autoinductive sets to be maintained does not originate from a difference of behavior
between autocatalytic and autoinductive mechanisms, but from a defect in the closure of the system
(e.g., induced by the leakage of some components).

Such autocatalytic sets may be ultimately based on a perfectly reversible chemical reaction, but
can be obtained more subtly in the presence of a lot of intermediary molecules and catalysts, pro-
viding a more complex reaction network. By this reaction-based roundabout in which all molecules
participate, they all contribute to maintaining themselves at a constant concentration, compensating
and repairing any disruption in concentration undergone by any one of them. The bigger the net-
work, the more stable it should be, and the more molecules it will conttibute to maintain the con-
centrations in a zone that should vary very little, despite external disruptions.
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A network of this kind will be materially closed, but have to be energetically open if none of the
molecules appears in or disappears from the network as a result of external factors. Energy, originat-
ing in external sources, is necessary for the reactions to start and be sustained. The presence of such
an energy flux, maintaining the network far from thermodynamic equilibrium, is needed because,
without it, no reactive flow circulating through the entire network would be possible. A molecular
end of the cycle must be re-energized in order to restart the whole cyclical reaction process. This
cycle thus acts as a chemical machine, energetically driven from the outside. As soon as one of the
molecules is being produced in the network without, in turn, producing one of the molecules making
up the network, it absorbs and thus destroys the network. In the presence of molecules of this kind,
produced but nonproductive, the only way of maintaining the network consists of feeding it mateti-
ally and thus making it open to material influx.

A chemical network acts on the flow of material and energy, playing the role of an intermediate
ongoing stabilization zone, made up of molecules that may be useful to other vital functions (such as
the assembly of enclosing membranes or the catalysis of self-replication). It transforms, as well as
preserving, all the chemical agents which it recruits. Biologists generally agree that a reactive network
must exist prior to the appearance of life, at least to catalyze and make possible the other life processes
such as genetic reading and coding; it is open to external influences in the form of matter and energy,
but necessarily contains a series of active cycles. They are most often designated as either metabolism
or protometabolism. The most popular and active advocates of this metabolism-first hypothetical
scenario of the origin of life are Kauffman [18], Maynard-Smith and Szathmary [27], Dyson [0],
De Duve [5], Génti [12], and Shapiro [44]. The ALife pioneers Kauffman [16, 18] and Fontana
[10] were the forerunners in the study of the appearance and properties of these closed networks.
Figure 6 illustrates this work, dedicated to the study of prebiotic chemistry, limiting the reactions
studied to polymerization, such as aa + bb — aabb, or inversely, depolymerization or hydrolysis:
abaa — ab + aa.

The analysis of Kauffman is only of a structural type. He showed that provided the probability
that a reaction takes place is affected by the presence of a catalyst that is itself produced by the net-
work (in such a case the whole network is called by him an autocatalytic set), a process of percolation
or phase transition, charactetistic of this type of simulation, is produced. For probabilities too low, the
network does not pop up, because the reactions are too improbable; but as soon as these probabilities
reach a threshold value, the network percolates, giving rise to multiple molecules produced by mul-
tiple reactions. Kauffman grants a privileged status to this threshold value and to the giant explosive
network resulting from it in his scenario of the origin of life, without really arguing the reason such a
status should exist, but extending to the world of biology the immense interest and enthusiasm that
phenomena of phase transition arouse among physicists. Fontana for his part is concerned with
the inevitable appearance of reaction cycles (such as that illustrated in Figure 1). All the molecules
produced by these cycles in the network in turn produce molecules of the network. He is among
those many biologists who see these closed networks, or organizations, as forming a key stage in
the appearance of life, due both to their stability and to the fact that they form structural and dy-
namic attractors for the system. They induce a stabilization and internal regulation zone together
with an energetic motor in a chemical soup that is continually crossed by a flow of matter and
energy. Fontana went on to show how these networks ate also capable of self-regeneration and
self-replication.

What both Fontana and Kauffman completely underestimate, along with most of the AlLife re-
searchers in their footsteps, is indeed the interesting dynamic consequences of such a structurally closed
autocatalytic set. As has been shown in the preceding kinetic and dynamic analysis, these mech-
anisms, based on loops of reactions, can generate dynamic patterns of sigmoid form, with possible
reaction delays among the members of the network. As a matter of fact, autocatalysis goes well
beyond this stabilization mechanism, since these reaction schemes, more than just cycling, must
further be really autocatalytic—namely, when a product of the reaction network doubles the con-
centration of one of the reactants: 2 + b — a + a. As was shown, this can happen in either a direct
or a very indirect way. Definitely the first ALife researcher who perceived the interest of such
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babbbb

Figure 6. Representation of a network of chemical reactions of polymerization (a + b — ab) and depolymerization (ab —
a + b) taking place in a simulated chemical reactor. Molecules are represented by circles, and reactions by squares. Each
reaction can be catalyzed, as the arrows pointing to the squares show, by a molecule of the network (giving rise to an
autocatalytic network). Some molecules can appear (like the molecule aab) or simply disappear from the network.
Reaction cycles can appear, like the one circled in the figure (aa - baaaa — baaaaaab — baaa - aa).

exponential growth was Ganti [12]. He studied at large the so-called formzose reaction, during which a
two-carbon molecule, reacting twice with a carbon monomer, leads to a four-carbon molecule,
which subsequently splits, thus duplicating the original molecule. Ganti was thus the first to con-
nect and synchronize the several replication processes—chemical, genetic, and in the surrounding
membrane—in order for the cell to simultaneously duplicate its boundary, its metabolism, and its
informational support.

Artificial life researchers only focus on the cooperative type of autocatalytic set and leave aside
the competitive type, which might indeed turn out to be of even greater interest. When vatious
autocatalytic cycles enter into antagonistic interaction, they turn out to be responsible for symmetry
breaking (one of the cycles, randomly favored initially, wins and takes it all). And indeed, it is crucial to
take into account the unavoidable interactions between autocatalytic systems, responsible for an even
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richer zoology of behaviors. The early origin of life should not be studied without taking into account
the self-organization of chemical networks, the emergence and antagonism of autocatalytic cycles, and
how energy flows drive the whole process.

Such chemical networks are, for instance, interesting for understanding the onset of biological homo-
chirality as the destabilization of the racemic state resulting from the competition between enantiomers
and from amplification processes relating to both autocatalytic competitors (one left-oriented and the
other right-oriented [39]). Interestingly enough, the chemical reaction network under study is made up
of the same type of polymerization and depolymerization reactions as the one studied by Fontana [10]
and Farmer et al. [8]. In the additional presence of epimerization reactions allowing the transformation
of a right-hand monomer to a left-hand one and vice versa, the concentration of one family of mono-
mers (for instance the left one) vanishes in favor of the other. The flux of energy is transferred and
efficiently distributed through the system, leading to competitions between right and left reaction sets,
and to the stabilization of one them to the detriment of the other one.

4.4 From Autocatalytic Sets Toward Autopoietic Systems

The emergence of a reaction network of this kind undeniably creates the stability necessary for ex-
ploiting its constituents in many reactive systems, such as the ones dedicated to the construction of
membranes or the replication of molecules carrying the genetic code. This network also acts as a
primary filter, as it can accept new molecules within it, but can equally well reject other molecules
seeking to be incorporated within it. They would be rejected because they do not participate in any
of the reactions making up the network. However, such a system would still miss a primary form of
individuation: By definition it can only be unique, as no spatial frontier allows it to be individuated
from another network. Although it is perhaps possible to conceive of an interpenetration of several
chemical networks, establishing a clear separation between them would remain a problem.

A fundamental property of all living organisms is that they can be differentiated from one an-
other. The production of a second organism from a first one is a mechanism of life that can only
operate if the clone elaborates something to spatially distinguish itself from its original. The best way
of successfully completing this individuation and of being able to distinguish between these net-
works is to revert to a spatial divide, which can only be produced by some form of container capable
of enclosing these networks in a given space. Biochemists are well acquainted with an ideal type of
molecule, a raw material for these membranes, in the form of lipidic (amphiphilic) molecules or fatty
acids, the two extremities of which behave in antagonistic ways—the first hydrophilic (attracted to
water), and the second hydrophobic (repelled by it). Quite naturally, these molecules tend to assem-
ble in a double layer (placing the two opposing extremities opposite to each other), formed by the
molecules lining up and resulting in the shape of a sphere, which protects the hydrophobic extrem-
ities from water. Like soap bubbles, these lipid spheres are semipermeable. They imprison the many
chemical components trapped during their formation. They do, however, actively channel in and out
the most appropriate chemicals for maintaining themselves.

In assimilating living organisms to autopoietic systems, Varela et al. [48] were the first who insisted
that this membrane should be endogenously produced by the elements and the reactions making up the
network (for example, lipids would come from the reactions of the network themselves) and would in
return promote the emergence and self-maintenance of the network. The membrane can help with the
appearance of the reactive and growing network by the frontiers that it sets up, through the concentra-
tions of certain molecules trapped in it, or by acting as a catalyst to some of the reactions due to its
geometry ot its makeup. Basically, autopoiesis requires a cogeneration of the membrane and of the
reactive network that it walls up. The network presents a double closure: one chemical, linked to the
cycle of its reactions, and another physical, due to the frontiers produced by the membrane.

So both Varela and Ganti further saw in the cooperative coupling of two autocatalytic processes—the
internal metabolism and the surrounding membrane—the undetlying road toward chemical individu-
ation and self-replication. While Ganti also required the informational template as a third autocatalytic
system to be coupled with the two previous ones, Varela defended the idea that the genetic template was

Artificial Life Volume 17, Number 3 233



R. Plasson et al. Autocatalysis: At the Root of Self-Replication

not a key ingredient in the definition of life. For him and his definition of autopoiesis, the first two
connected systems were substantially enough for life to appear.

5 Conclusion

Important distinctions need to be made between mechanistic and dynamic aspects of autocatalysis.
One single mechanism can produce different dynamics, while identical dynamics can originate from
different mechanisms. Thus, a pragmatic definition of autocatalysis has to be based on a kinetic sig-
nature, in order to classify the systems according their observable behavior, rather than on a mecha-
nistic signature, which would instead classify the systems according to the origin of their behavior. All
the different autocatalytic processes described in this work are able to generate autocatalytic kinetics.
They can constitute a pathway toward the onset of se/f-sustaining autocatalytic sets (as chemical attractors
in nonequilibrium networks) and further toward the onset of autgpoietic systems (as enclosed systems of
mutually maintaining reaction networks, constituting a complex autocatalytic set that is guaranteeing
not only its own sustenance, but also its individuation).

However, these systems, autocatalytic in a broad sense, still lack a fundamental dynamic property
for encompassing the whole concept of life. The problem of the evolvability of such systems must
be kept in mind [49]. If a system evolves toward a stable attractor, no evolution turns out to be
possible. There is the necessity of gpen-ended evolution [41]—that is, the possibility for a dynamic
set to not only maintain itself (i.e., as a strict autocatalytic system) but also to act as a general auto-
catalytic set, recovering the concept originally introduced by Muller [30] for the autocatalytic power
linked to mutability of genes. For example, insights can be gained by a deeper and renewed study of
the evolution of prions as a simple mechanism of mutable autocatalytic systems [21].
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