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ABSTRACT

The nonlinear evolution of magnetized Keplerian shear flows is simulated in a local, three-dimensional
model, including the effects of compressibility and stratification. Supersonic flows are initially generated by the
Balbus-Hawley magnetic shear instability. The resulting flows regenerate a turbulent magnetic field which, in
turn, reinforces the turbulence. Thus, the system acts like a dynamo that generates its own turbulence.
However, unlike usual dynamos, the magnetic energy exceeds the kinetic energy of the turbulence by a factor
of 3-10. By assuming the field to be vertical on the outer (upper and lower) surfaces we do not constrain the
horizontal magnetic flux. Indeed, a large-scale toroidal magnetic field is generated, mostly in the form of toroi-
dal flux tubes with lengths comparable to the toroidal extent of the box. This large-scale field is mainly of
even (i.c., quadrupolar) parity with respect to the midplane and changes direction on a timescale of ~ 30
orbits, in a possibly cyclic manner. The effective Shakura-Sunyaev alpha viscosity parameter is between 0.001
and 0.005, and the contribution from the Maxwell stress is ~3-7 times larger than the contribution from the

Reynolds stress.

Subject headings: accretion: accretion disks — MHD — shock waves — turbulence

1. INTRODUCTION

The origin of turbulence in accretion disks is unclear. There
are strong arguments that magnetic fields may be important
for causing the onset of turbulence (Balbus & Hawley 1991;
Kaisig, Tajima, & Lovelace 1992; Kumar, Coleman, & Kley
1994; Zhang, Diamond, & Vishniac 1994; Goodman & Xu
1994). On the other hand, if the turbulence in the disk is of
nonmagnetic origin, it ought to be a nonlinear instability (e.g.,
Dubrulle & Knobloch 1992; Dubrulle 1993), because locally
Keplerian shear flows are linearly stable (Stewart 1975). Non-
linear instabilities in Couette and Poiseuille flows have pre-
viously been investigated (e.g., Zahn et al. 1974; Orszag &
Kells 1980; Dubrulle & Zahn 1991), but such flows are forced
by the boundaries and therefore hardly applicable to accretion
disks (except perhaps near the inner boundary of the disk).
There are numerous simulations of turbulence in homoge-
neous shear flows (e.g., Rogers & Moin 1987; Rogers 1991), but
in those cases rotation is not present. Cabot & Pollack (1992)
performed simulations of shear flows in the presence of rota-
tion and variable gravity, but here the turbulence is driven by
thermal convection. Although convection is thought to be
important in protoplanetary disks, where the opacity is high
(e.g., Kley, Papaloizou, & Lin 1993), the heating results only
from turbulent viscosity which, in turn, requires the existence
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of turbulence. The turbulence may be weak, especially when
most of the angular momentum is transported by the Maxwell
stress (e.g., Pudritz 1981 ; Campbell 1992), but even then we are
faced with the problem of explaining this weak turbulence.
Other potentially important mechanisms for driving an insta-
bility in accretion disks are: tidally excited spiral waves
(Rozyczka & Spruit 1993; Morfill, Spruit, & Levy 1993), iner-
tial waves (Vishniac, Jin, & Diamond 1990; Vishniac 1993),
global, nonaxisymmetric instabilities, in particular for thick
disks (e.g., Papaloizou & Pringle 1984), and tidal forces which
drive small-scale turbulence (Ryu & Goodman 1992, 1994).
The effects of radiation drag on the accretion disk have been
discussed (e.g., Miller & Lamb 1993; Walker 1992), but this is
of importance only for accretion onto black holes and neutron
stars.

A natural source of turbulence may be a linear magneto-
hydrodynamic instability (Balbus & Hawley 1991). This insta-
bility is local in that it exists even if the global disk structure is
ignored, but it is modified when global effects are taken into
account (Curry, Pudritz, & Sutherland 1994). This instability
has been known for more than three decades (Velikhov 1959;
Chandrasekhar 1960, 1961), but its importance for accretion
disks was first pointed out by Balbus & Hawley (1991), and it is
therefore often referred to as the Balbus-Hawley instability.
The instability requires a magnetic field that can be generated
either outside the disk (e.g., in the central object) or in the disk
itself. Here we consider the latter possibility where the motions
resulting from the instability act as a dynamo to sustain the
magnetic field.
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In a recent paper, Hawley, Gammie, & Balbus (1995) have
studied the Balbus-Hawley instability in the presence of an
irregular magnetic field and have shown that this field can
sustain self-excited turbulence. In their model there is no verti-
cal gravity, and therefore the Parker instability (Parker 1979)
does not operate. This is in contrast to the dynamo model of
Tout & Pringle (1992), which invokes the Parker instability to
transform an azimuthal magnetic field into a vertical field.
Meanwhile, Stone & Hawley (1995) included vertical gravity
with substantial density stratification and found qualitatively
similar results as Hawley et al. (1995). They also showed that
the saturated state is essentially independent of the initial mag-
netic field geometry.

The purpose of the present paper is twofold. First of all,
simulating dynamo action which generates its own turbulence
is a formidable problem in dynamo theory and is central to the

. understanding of accretion disks which would not exist if there

was no enhanced (e.g., turbulent) angular momentum trans-
port. The papers by Stone & Hawley (1995) and Hawley et al.
(1995) are based on the same algorithm, and it is desirable to
verify their results using an independent method. Second, in
the simulations of Stone & Hawley (1995) the total magnetic
flux through the box was conserved and zero for all times,
because periodic boundary conditions were used. In the
present paper we assume that the magnetic field at the upper
and lower surfaces is vertical, but that the magnetic fieldlines
can move freely across the surface.

A vertical field boundary condition is often used in magneto-
convection simulations (e.g., Hurlburt & Toomre 1988). This
condition simulates the tendency of magnetic buoyancy to turn
a horizontal magnetic field vertical. We assume periodic (or
quasi-periodic) boundary conditions in the horizontal direc-
tions (see below), which implies that the flux through the upper
and lower surfaces is conserved (see § 2.2 below). In order to
have a well-posed dynamo problem, the field must be able to
decay freely, and therefore we require the vertical flux to be
zero initially (and thus for all times). Unlike periodic or per-
fectly conducting upper and lower surfaces, the vertical field
condition does not constrain the magnetic flux in the two hori-
zontal directions. We do indeed find generation of a net mag-
netic field. This is easily seen in the dominant toroidal
component, which shows signs of cyclic reversals on a time-
scale of ~20-30 orbits.

We should point out that the turbulence is transonic and
temporarily even supersonic. It is therefore necessary to
include shock capturing viscosities. It should also be empha-
sized that no dynamo alpha effect (e.g., Krause & Ridler 1980)
is imposed; that is, the regeneration of magnetic fields is due
solely to the interaction between the turbulence and the mag-
netic field at the resolved scales, and that even the turbulence is
a result of such an interaction.

2. THE MODEL

2.1. Basic Equations

We consider a local Cartesian frame of reference in the disk,
where x, y, and z correspond to the radial, torodial, and verti-
cal directions, respectively. We rewrite the equations such that
there is no systematic variation of the variables along the
x-direction. This is achieved by solving only for the deviations
u from the Keplerian shear flow u{®, which, in our local coordi-
nate system, is linear with u‘o’(x) —(3/2Qp x (Wisdom &
Tremaine 1988). Here Q, is the background rotation at the
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reference radius R. To ensure that the magnetic field B is sole-
noidal, we solve for the magnetic vector potential 4, where
B =V x A. The complete set of governing equations are the
uncurled induction equation for the magnetic vector potential,
the momentum equation, the energy equation, and the conti-
nuity equation, which we can write in the form

24
=ux B+

Pt 2QoA £—nuoJ, M

Du 1 1 1
—=—wViu+g——Vp+fw+-Jx B+-V-(2vpS),
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Here, the time derivative 9/2t = 0/0t + ug"’a/ay includes the
transport by the Keplerian shear flow. This is the only place
where u{?(x) occurs explicitly. On the right-hand sides of equa-
tion (1) and (2) only its gradient du{®/dx = —(3/2)Q, (which is
constant) occurs. Originally, there was an explicit u{"(x) depen-
dence in equation (1) because of a term #{” x B. However for
this term we made use of the identity

(ux B, =Viu-A)— - V)4, — 4,;V,u;, ©)

=—@'V)lnp—-V-u. 4

and adopted a gauge that removes the gradient term, V(u * A),
which does not change B. The remaining two terms are then an
advection term and a term involving only the (constant) gra-
dient of #%. Equation (1) can be verified by taking the curl,
which gives the ordinary induction equation.

The term f(u) = Qo(2u,, —3u,, 0) describes epicyclic devi-

" ations from purely mrcular rotation. This arises from the

Coriolis force and part of the inertia force u du“”/dx =
—(3/2)Qo u,. In the vertical direction gravity is g = —Q2z
These terms arise from locally linearizing about the Keplenan
motion. The other remaining quantities have their usual mean-
ings: J =V x B/u, is the current density, u, the vacuum per-
meability, # the magnetic diffusivity, y the thermal diffusivity,
and S;; = 3(u; ; + u;; — 36,;u ;). We assume a perfect gas and
write the pressure as p = (y — 1)pe, withy = 5/3.

In equation (3) we allow for the possibility of thermal relax-
ation within the box via the term

Q = _acool(e - eO) s (6)

where o, is a thermal relaxation rate, and e is the internal
energy per unit mass. The subscript O refers to the initially
uniform value (which is determined by the scale height of the
disk; see below). In those cases where we include this thermal
relaxation effect we assume the cooling rate to be of the order
of the rotation rate, g, = Qo. (A 10 times smaller value of
0001 Proved insufficient to prevent secular heating of the disk.)
We also investigate the effect of partial ionization, which is
relevant for protostellar disks. Ion pressure and inertia can
usually be neglected, and we can therefore account for this
effect, known as ambipolar diffusion, by adding in equation
(1) the induction u;, x B due to the ion-neutral drift velocity
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up, where
up = (axp/p'*"J x B M

(e.g., Zweibel 1987). Here, a,p = (kyp) ™!, where yp, is the drag
coefficient for ion-neutral collisions, and we have assumed that
the ion density can be written as p; = kp", where n = { when
ionization-electron recombination balances cosmic-ray ioniza-
tion (e.g., Elmegreen 1979). This leads not only to an increase
of the effective magnetic diffusion, but also makes it aniso-
tropic. The effect of ambipolar diffusion on the Balbus-Hawley
instability has been investigated analytically by Blaes & Balbus
(1994) and numerically by Mac Low et al. (1995).

2.2. Boundary Conditions

We apply stress-free, insulating boundary conditions in the
z-direction at the top and bottom, i.e., 0u,/0z = 0u,/0z = u, =
0Oe/0z = 0. In terms of A the vertical magnetic field condition is
0A,/0z = 0A,/0z = A, = 0. In the toroidal (y-) direction we
assume periodic boundary conditions. In the radial (x-) direc-
tion we adopt for all variables quasi-periodic boundary condi-
tions that account for the effect of the Keplerian shear in the
toroidal (y-) direction:

F(L,,y,2)=F0,y + 3Q,L,t, ) )

(Wisdom & Tremaine 1988), where F stands for the eight
dependent variables and L, is the radial extent of the box. In
other words, the flow is periodic with respect to a position in y
that is sliding in time with the local Keplerian shear speed.
Such sliding boundary conditions were originally proposed in
the context of stellar dynamics, but are now also used in the
context of accretion disks (Hawley & Balbus 1992).

For periodic and quasi-periodic boundary conditions in the
horizontal directions, the vertical flux vanishes, because

LX
J‘Bzdxdy=jAydy —‘[Axdx
0

For the horizontal fluxes no such restrictions exist, because A,
and A, in general have different values on the upper and lower
boundaries.

Ly
=0. 9

0

2.3. The Code

We solve the governing equations using sixth-order compact
derivatives (Lele 1992) and a third-order Hyman (1979) scheme
for the time stepping. Earlier versions of the code were
described by Nordlund & Stein (1990), Brandenburg et al.
(1990, 1995), and Nordlund et al. (1992). We adopt artificial
viscosities to capture shocks and hyperviscous fluxes to stabi-
lize rapid advection while keeping unphysical distortions to
a minimum. The shock capturing viscosity is nonvanishing
and proportional to —V -« only in those regions where
—V * u > 0. The hyperviscosity is proportional to the modulus
of the ratio of the third to the first derivative.

It turns out that the flow is much smoother in the toroidal
direction than in the vertical and radial directions, and we
therefore adopt a nonuniform grid aspect ratio with
0x < 8z < dy. The artificial viscosity, v;, depends on the mesh
width, and therefore on the directionj = 1,..., 3. By symmetri-
zing the viscous stress tensor, v;u; ; + v;u; ;, we make sure that
no spurious rotation is introduced in the flow (Batchelor 1967,
p. 11).

We validated the code using standard hydrodynamical and
MHD shock tube tests, two-dimensional blast waves, advec-
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tion tests, and Alfvén pulses. The sliding boundary conditions
were tested by advecting temperature and magnetic field per-
turbations along epicyclic orbits. The ambipolar diffusion part
was tested by calculating an oblique C-shock, for which a semi-
analytic solution exists (Mac Low et al. 1995). We also repro-
duced published simulations of the Balbus-Hawley instability
(Hawley & Balbus 1991, 1992). Our choice of parameters
matches that of Stone & Hawley (1995), and we verify their
basic results, although they actually used periodic boundary
conditions in the vertical direction.

One time step takes ~ 1.8 s on a Cray-YMP (~ 50% is spent
on the shock capturing and artificial viscosities). A single run
covering 100 orbits requires 5 x 10° time steps, corresponding
to 250 cpu hours.

2.4. Nondimensionalization and Parameters

We assume an initial isothermal stratification with e = e,
which leads to a Gaussian density profile with
Inp =1Inp, — z2/H3 . (10)
The value of H, determines the isothermal sound speed ¢, =
HyQo/2'? = [(y — 1)eo]'/?, where e, is the initial uniform
value of e. In those cases where ,,,; = 0 the gas in the box will
heat, because of Ohmic and viscous dissipation together with
insulating boundary conditions. Thus, in those cases H will
increase with time.

We measure length in units of the initial vertical scale height
of the disk, [x] = H,, time in units of [t] = (GM/H3) /2,
density in units of the initial density at the midplane [p] = p,,
and the magnetic field in units of [B] = [u](ue po)'/?, where
[u] = [x]/[£] is our velocity unit. Here, G is the gravitation
constant and M the mass of the central object. Since
GM/R® = Q3, we can also write [t] = (Ho/R)*?Qg . We thus
adopt dimensionless quantities by putting

H0=GM=p0=ﬂo=1. (11)
Below we quote times in units of the rotation period T =
To = 2m/Qy.

In order to facilitate comparison with Stone & Hawley
(1995) and other previous work we adopt the same parameters
and initial conditions as they did, unless stated otherwise. The
distance from the central object is R = 100, corresponding to
Q, = 1072, and the box has an aspect ratio of L,:L,:L, =
1:2n:4. (This corresponds to an azimuthal wavenumber of
m = 2nR/L, = 100 which, apart from the average value m = 0,
is the smallest wavenumber resolved.) For the velocity we take
random perturbations such that the initial Mach number is
Ma = u,,/c, = 0.002. For the magnetic field we assume B =
2B, sin (2nx/L,), and determine B, such that the plasma beta
is B =2u,p/B5=100. The numerical resolution is varied
between 28 x 64 x 65and 63 x 63 x 127 mesh points.

Most of the diffusion comes from the artificial viscosities,
which are (for the low-resolution case) typically (0.5-2) x 1076
for the hyperviscosity and (0-5) x 10~ for the shock viscosity.
We still keep the ordinary viscosities, but make them so small
that they are practically unimportant (v = y = 4 = 1077). For
orientation, the effective Reynolds number, based on the artifi-
cial viscosity and the turbulent root mean square velocity, is
~100. The Reynolds number for the Keplerian motion is
~700, and the Reynolds number based on the Taylor micro-
scale and the turbulent motions is between 10 and 20.
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3. RESULTS

3.1. Long-Term Evolution

We first consider the volume averaged kinetic and magnetic
energy densities, +{pu?> and 1(B?), respectively (Fig. 1).

Our longest run covers ~120 orbits. No cooling was
included, which resulted in a continuous heating of the disk,
whose temperature eventually exceeded 10 times its original
value. It is plausible that this increase in thermal energy leads
to a secular growth of magnetic and kinetic energies (cf. Fig. 1),
which then accelerates the rate of heating even more. After
t = 120 orbits we continued the simulation with cooling turned
on.
One hundred twenty orbits appears to be a rather long time
span, and yet we continue to find long-term changes in the
activity level of the system; see Fig. 1. The evolution of the
. magnetic energy agrees in several ways with that of Stone &

Hawley (1995), even though they used different (i.e., periodic)
boundary conditions in the vertical direction. After about one
orbit the magnetic energy begins to grow exponentially and
reaches a maximum after three orbits. At later times the mag-
netic energy varies in the range (B> = 107°-107".

In addition to the curves of £{pu®) and £(B?, Figure 1 also
shows the contributions from the three directions. The domi-
nant component of the magnetic field is the toroidal, B,, field.
The amplitude of the mean magnetic field is |(B,) | &
10™* ~ 0.7{B*»!/2 (cf. Figs. 1 and 2). In the present case the
maximum magnetic energy density is comparable to (and fre-

uently greater than) the gas pressure, even though on average
3<(B*) < {pe).

The ratios between kinetic, magnetic, and thermal energies
are {pu*)/{B*)» ~0.15 and 1(B2)/{pe) =0.01-0.1. Thus,
unlike the solar dynamo, our accretion disk dynamo is charac-
terized by superequipartition of magnetic relative to kinetic
energy. The ratio of kinetic to magnetic energy changes rela-
tively little while the total activity level changes by more than a
factor of 10. This illustrates the close coupling between the
turbulence and the magnetic field. There is no close relation
between the magnetic and thermal energies, however.

We find that during the evolution the total toroidal flux in
the system changes sign in an apparently cyclic manner with a
typical half-period of 20-30 orbits. Our simulation is of course
too short to be sure that these cycles really persist. Although
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we did not expect to find a quasi periodic time dependence, we
note that cycles in accretion disk dynamos have previously
been found in the framework of mean field theory (e.g., Step-
inski & Levy 1988; Torkelsson & Brandenburg 1994). In
Figure 2 we plot the three components of the velocity and the
magnetic field averaged over the entire domain. Clearly, the y
component of the magnetic field shows significant long-term
oscillations, while the other components show only smaller
variations. During decaying phases (e.g., between t/T = 65-73)
{B2%) shows rapid oscillations with a period of ~0.67 orbits.
The velocity does not exhibit similarly ordered behavior,
although there are occasionally strong acoustic resonance
oscillations in the horizontal velocity components with a
period L,/c = 0.70T,,,, where ¢ = HQ(y/2)!/? is the adiabatic
speed of sound. These oscillations are distinct from those seen
simultaneously in {B2), whose period is 0.67T,,; see Figure 1.

In Figure 3 we illustrate the space-time dependence of the
horizontally averaged magnetic field. Note again the long-term
cyclic behavior and the remarkable coherence above and
below the disk plane. The field is of approximately even parity
with respect to the midplane. This is also a typical feature of
mean field dynamos operating in disk geometry.

From the point of view of dynamo theory, there is an inter-
esting and peculiar property in that the onset of dynamo action
is a nonlinear problem, i.e., no kinematic approach is possible,
because the velocity in the induction equation is a function of
the magnetic field. Furthermore, if the whole process is trig-
gered by the Balbus-Hawley instability a finite amplitude mag-
netic field is required. Only in the absence of diffusion does the
Balbus-Hawley instability operate in the limit of vanishing
magnetic field. The weaker the magnetic field, the smaller is
the typical wavelength gy of the Balbus-Hawley instability
(Agu ~ v4/Qy, Where v, is the typical Alfvén speed). When the
initial magnetic field is reduced, Agy will eventually be smaller
than the resistive cutoff scale. In the simulation, this can be a
severe restriction, but in reality the resistive cutoff scale is
extremely small.

3.2. Models with Restricted Symmetry

We used a computational domain restricted to the upper
disk plane, to study several variations on our standard model.
In most of the cases we used the same boundary conditions at
the midplane as we used before at the outer surfaces, the verti-
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FiG. 1.—Evolution of the logarithm of the averaged kinetic and magnetic energy densities (upper and lower panels, respectively). The energy contained in the x-,
y-, and z-components are distinguished by dotted, solid, and dashed lines. The dotted-dashed lines refer to the total energy densities. (Between ¢t = 103 and ¢t = 107 no

data were stored.)
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F1G. 2.—The three components of the velocity (upper panel) and magnetic field (lower panel) averaged over the full box. Solid line: y, dotted line: x, dashed line: z.
In the lower panel, the (B, ) component (dotted line) is scaled by a factor of 20, and {B,) = 0 exactly.

cal field condition, which imposes a dipolar parity on the mag-
netic field. We also performed some simulations using a perfect
conductor boundary condition at the midplane, ie., A4, =
A, = 04,/0z = 0, which corresponds to imposing quadrupolar
parity on the magnetic field. Turbulence remains excited for
both parities, and the average kinetic and magnetic energy
densities are similar; compare the curve labeled “ 27 ” in Figure
4 with Figure 1. The amplitude of the large-scale magnetic field
was also similar to the previous case with unconstrained
parity, i.e., (B)2/<{B*) ~ 0.5 during cycle maximum. It is obvi-
ously cheaper to compute models in restricted geometry. Since
those runs still reflect the basic properties of the flow, we use
them in the following to investigate various effects. We refer to
the long run displayed in Figures 1-3 as the reference run, and
use the field at ¢t = 85 as the new initial condition for the
experiments below.

3.2.1. Omitting the Lorentz Force

If the Lorentz force is omitted, the Balbus-Hawley instability
no longer operates. The turbulence that is present in the initial
condition (from the reference run at ¢t = 85) decays rapidly with
an e-folding time of less than 2 orbits, which is roughly the
viscous diffusion time based on the correlation length of the
flow. At later times the flow becomes axisymmetric (no varia-
tion in the streamwise direction) with a smooth pattern of
regions of positive and negative u, across the stream. There
remains a weak time dependence with a period of about two
orbits, indicating the presence of waves that can be seen by

monitoring the density stratification in time. The flow becomes
so smooth that the corresponding turbulence decay rate is
drastically reduced.

3.2.2. Effect of the Geometrical Extent

We checked how sensitive the model is to changes in the
toroidal and radial extent. In our reference model we used
L, = 2n. We then chopped off the second part of the box and
continued the run with L, = n; see the curve labeled “n” in
Figure 4. After some strong initial readjustments (which
occurred because we restarted from a field that was no longer
periodic in the y-direction) the kinetic and magnetic energies
continued to fluctuate about the same values as in the previous
run. However, in this particular run the large-scale magnetic
field did not show cycles any more. Thus, at least for L, < 2n
finite size effects become important. We also performed a run
with L, = 2 and L, = 2n and found qualitatively and quanti-
tatively similar behavior as for L, = 1.

3.2.3. Effect of Ambipolar Diffusion

Protostellar disks are only partially ionized, and it is there-
fore important to include the effects of ambipolar diffusion. We
performed two runs for even parity (AD: a,p = 100, AD3:
a,p = 500), and two for odd parity (AD1: a,p = 10, AD2:
ap = 100). Also, in runs AD and AD3 we used L, =27,
whereas for runs AD1 and AD2 L, = 7. Only in the small
diffusion cases (AD and AD1) does the turbulence remain self-
sustained. Stronger ambipolar diffusion (AD2 and AD3) makes
the turbulence die out and produces in the end a smooth

(

TTRE T AT TR TN T

80 100

t/ Tror

FiG. 3.—Contours of the toroidal magnetic flux vs. time and height. Note the cyclic variation and the even parity of the field.
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1:7:2, respectively). The curve labeled “no-L ™ gives the evolution for a run with no Lorentz force.

axisymmetric toroidal flow, for which the dissipation rate is
minimized (this is why the decay slows down after some time).

The Balbus-Hawley instability operates only if the neutral-
ion collision frequency exceeds the angular velocity, i.e., v,; >
Q, (Blaes & Balbus 1994). In our units, v,; = p'/?/a,p. For
a,p = 500 we have (v,;,> ® Q, and run AD3 shows that this
value is too large to sustain the turbulence. On the other hand,
for a,p = 100 we have {(v,;>/Q =~ 6, in which case the turbu-
lence remains excited (run AD). Thus, our runs are consistent
with the criterion of Blaes & Balbus. For run AD2, where we
also used a,p = 100, the turbulence decayed. This may be
either because the field was forced to be of dipolar parity, or
because of the smaller toroidal extent (or both).

Ambipolar diffusion changes the structure of the magnetic
field. It acts to minimize the Lorentz force (cf. Brandenburg &
Zweibel 1994). Since the dynamo generates magnetic fields
only by doing work against the Lorentz force (e.g., Krause &
Rédler 1980), this tendency of ambipolar diffusion quenches
the source of the dynamo. We find that in run AD ambipolar
diffusion leads to a clear increase in the probability that J and
B are parallel (Fig. 5), illustrating the tendency of the magnetic
field to be close to a force-free configuration in the presence of
ambipolar diffusion.

Our simulations do not show evidence for ambipolar diffu-
sion sharpening magnetic structures, which has been found for
one and two-dimensional flows (e.g., Brandenburg & Zweibel
1994; Mac Low et al. 1995). This may be due to the fact that
the effective magnetic diffusion in the code is comparable to the
ambipolar diffusion, 4, = vi/v,;, or because the ambipolar
diffusion time, T,p, = H?/A,p is long compared with the lifetime
of turbulent structures or the rotation time. (For run AD,
Qtap = (co/v4)*(v,/Q) =~ 30 > 1) Nevertheless, the peculiar
depencence of ambipolar diffusion on the Lorentz force makes
its effect visible even on the background of a comparable effec-
tive numerical diffusion.

R
-
%
o
L
,
0.0 . . R
-1.0 -05 0.0 0.5 1.0
cos(J,B)

3.2.4. Radius Dependence

All the simulations presented above have been obtained for
one particular radius (R =100 in our units). It is clear,
however, that the disk parameters change with radius. In order
to check whether the properties of our model are sensitive to
the radial position, we apply our model at a radius 5 times
smaller. We choose Q, = 10~ 2, corresponding to R = 21, and
we scale the density and scale height according to the Shakura-
Sunyaev model (e.g., Frank, King, & Raine 1992), i.e., p, oc
R'5/8 and H, oc R%/8, s0 py = 0.056 and H, = 0.18. (We thus
keep the nondimensionalization [11] of the old reference
radius R = 100.)

We rescaled a snapshot from a run obtained for R = 100
and ran it for several orbits. The maximum kinetic and mag-
netic energy densities are again close to equipartition (even
though the averages are not). The maximum Mach number is
generally above unity. In Table 1 we compare further details of
models with different radii. Unlike the short model in § 3.2.2,
the toroidal magnetic field did show cyclic behavior, even
though we used L /L, = = for these models.

3.3. Energetics

In order to investigate the process of dynamo-generated
turbulence in more detail, consider the magnetic, kinetic, and
thermal energy equations,

d/ 1 _, 3 1
dt <2ﬂo 5 > T2 S Ho (BB,

—<u-(Jx B)) — o *y . (12)

d /1 , 3
dt <2 pu > - 2 QO<puxuy> + <p” g>
—uVp) +<u-(J x B)) — Q2vpS?), (13)
1.5}
2 10}
3
L 05
g,
0.0 . . .
-1.0 -05 0.0 0.5 1.0
cos(J,B)

FiG. 5—Probability density functions of the cosines of the correlation angles between J and B with (left) and without (right) ambipolar diffusion (runs AD and C,
even parity, L, = 2n). With diffusion J and B are more likely to be parallel, corresponding to force-free regions.
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TABLE 1
COMPARISON OF VARIOUS MODELS WITH/WITHOUT COOLING AND CONSTRAINED/FREE PARITIES

RuNn

PARAMETER A B C D E1l E2 AD
Cooling.........ccceuvenen... Yes Yes Yes No No No Yes
Parity .......ccooviiviniinnn. Odd Odd Even Odd Free Free Even
Hy oo 0.18 1.00 1.00 1.00 1.00 1.00 1.00
Qe 102 1073 1073 1073 1073 1073 1073
PD e 0.022 048 0.48 048 0.48 048 0.48
OB e 0.0015 0.0007 0.0041 0.0014 0.0035 0.0023 0.0031
o 0.0005 0.0002 0.0010 0.0003 0.0005 0.0003 0.0007
Epag/Eog - vvvnevinnniniin, 0.013 0.014 0.05 0.014 0.023 0.017 0.05
Egin/Emag «+vevvvnvrnerneennns 0.23 0.11 0.13 0.20 0.15 0.14 0.09
3(B.BY/[{3B%) ............ 0.25 0.11 0.21 0.22 0.32 0.28 0.14
Hpu u /(3B ........... 0.07 0.03 0.05 0.06 0.05 0.04 0.03
(u-(J x B)Y/(AB2Q)...... 0.14 0.06 0.05 0.13 0.15 0.19 —0.02
Apa/H oo 0.94 0.21 0.37 0.27 0.40 0.25 0.38
AfH oo, 0.13 0.12 0.17 0.13 0.13 0.13 0.20
AlH i 0.17 0.26 0.18 0.19 0.17 0.18 0.27
2QH/(uH1? 16 20 9 16 13 25 22
oKDY e, 0.19 0.20 0.25 0.22 0.23 0.20 0.12
[C YL 5 T 0.24 0.26 0.26 0.27 0.23 0.22 0.37
(L 5 T 0.57 0.54 0.49 0.51 0.54 0.58 0.51

Notes.—Run A applies to a 5 times smaller radius from the central object compared to the other runs. For run E
we have given averages taken separately over the last 3 of the run (E1) and over the full run (E2). E, = 302 H¥p) is
the thermal energy of the initial state. The three length scales, Agy/H, A,/H, and A,,/H are explained and discussed in

§ 3.6.

d
7 PO =~V wy + o I2Y + Q2vpS?) + <pQ)> . (14)

Here we have made use of the fact that neither the vertical field
condition nor the perfect conductor condition permit a Poynt-
ing flux through the surface. The artificial viscosities have not
been explicitly included in equations (12)—(14), but these terms
are roughly similar to those involving ordinary viscosities. The
work done against and by the gravity, {pu - g)>, leads to an
exchange between potential energy, {pz-g), and Kkinetic
energy.

The equation for the total energy (the sum of kinetic, mag-
netic, thermal, and potential energies) is

d 3 1
7t B =75 QO<<pux Uy — e <Bx By>> +<pQ> . (15)

The first two terms arise from the work done against the advec-
tion and Lorentz forces. These terms are balanced by the
cooling term or, if @ =0, lead to continuous heating of the
box. In most of our runs we have Q = 0, and consequently we
find a significant increase of temperature during the run.
Energy flows from the Keplerian motion into both magnetic
and kinetic energies (Fig. 6), but ~6 times more energy goes
into the magnetic energy as into the kinetic ¢nergy. However,
since the kinetic energy is much smaller than the magnetic
energy, the energy transfer rates (the energy flux divided by the
corresponding energy content) into the two energy reservoirs
are approximately equal (i.e., ~0.3Q). Moreover, the Lorentz
force pumps half of this magnetic energy into kinetic energy, in
contrast to convectively driven dynamos where work is done
against the Lorentz force. As a result, 3 of the energy going
from the Keplerian motion into the turbulence first passes

through a phase of magnetic energy and then goes into the
kinetic energy of the turbulence. Most of the heating of the disk
comes from viscous rather than Ohmic heating, even though
most of the rotational energy is converted first into magnetic
energy, because the turbulence is driven by the Lorentz force.
On a global picture, the role of the kinetic and magnetic energy
reservoirs is that of a catalyst that allows us to tap the energy
in the Keplerian flow. However, neither the turbulence nor the
dynamo alone are able to do this conversion. The two have to
work together.

It is clear that the dynamo cannot work with Keplerian
shear alone—a weak radial magnetic field is needed for the
Keplerian shear to act. However, since the poloidal magnetic
energy is small compared to the toroidal magnetic field, only a
small amount of kinetic energy is required for the turbulence to
replenish the subreservoirs (B2) and (B2). We find that this
happens at a rate comparable to the growth rate of the Balbus-
Hawley instability or, more specifically,

dIn{B2) dIn{(B?)
X ~ 0.6Q, , 16
dt str dt str 06 o ( )
mag.
. Kepler | 03 0.15 | heat
: [0.15
turb. kin.
0.05 0.2

FiG. 6.—Sketch of the energy budget. Energy is tapped from the Keplerian
motion and goes into magnetic and kinetic energy, and is finally converted into
heat. The numbers give the approximate energy fluxes in units of {3 B2Q).
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where the subscript “str” refers to the gain (or loss) from the
stretching term (B - V)u; in the directions i = x, z. Although
these terms are crucial for the operation of the dynamo, they
are relatively unimportant for the energy budget. Indeed, once
the magnetic field is stretched into toroidal flux tubes, mag-
netic energy goes back into kinetic energy (especially the z-
component) via work done by the vertical magnetic pressure
gradient, (u, V,(1B?)). It is the resulting vertical motions that
feed back into driving vertical magnetic field fluctuations by
deforming the toroidal magnetic field. Most of the (B2) field is
regenerated via (u2), which is driven mostly by work done by
the restoring force in the radial direction (the epicyclic term). It
is suggestive to ascribe this effect to the Balbus-Hawley insta-
bility, although other mechanisms may also operate. For
example, the generation of vertical fields is reminiscent of the
Parker instability, although this description may be too sim-
plistic, especially because rotation can significantly reduce the
growth rate of the Parker instability (Zweibel & Kulsrud 1975;
Parker 1975; Cattaneo & Hughes 1988; Foglizzo & Tagger
1994).

3.4. Turbulent Transport

Our local model does not allow any actual transport
through the disk, because {pu,) vanishes on the average. This
is a consequence of neglecting curvature effects, which makes
the inward and outward directions indistinguishable. In a real
accretion disk angular momentum is transported by the Rey-
nolds and Maxwell stresses, which are commonly param-
eterized in terms of turbulent viscosities, v¥i" and v, via

<pux uy) = éQ0 v:(in<p> ’

1 3
_— == mag
to <BxBy> 2 QO Vy <p> .

a7
(18)

Here we made use of the fact that, in cylindrical polar coordi-

nates, r 0Q/0r = —(3/2)Q, and the turbulent viscosity param-
kin

eters, v2'" and v{™8, can be nondimensionalized by
vein = afinc, H , v = afetc, H (19)

where the subscript SS refers to Shakura & Sunyaev (1973),
who used this prescription the first time to compute models of
accretion disks. Even in our local model, although there is no
net transport possible, the stress terms are nonvanishing and
have the expected sign. This is because the turbulent viscosity
also leads to turbulent heating, which is governed by the same
turbulent viscosity coefficient. Combining equations (15), (17),

and (18), we find
de 3 2
(E;)diss B vt<§ QO) ’

where v, = v&i* 4+ ym32 By measuring the temperature increase
in our box we have an independent check on the sum of the
two turbulent viscosities. We find roughly similar values using
the two different methods, i.e., via equations (19) and (20). In
Table 1 we summarize the results for different models with and
without cooling included.

The total effective Shakura-Sunyaev viscosity parameter,
ogs = al2® 4+ oXin varies between 0.001 and 0.005; see Table 1.
A similar range of values has also been found by Rozyczka &
Spruit (1993) using a global two-dimensional simulation of
shock driven accretion. Although these are two completely
different cases, it is interesting to note that simulations, such as
these two, tend to give values of ag that are significantly below

(20)
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unity. In our case, such small values result from a number of
factors that are all below unity, especially the ratio of magnetic
to thermal energy and the normalized -correlation
(B, B,>/<B>.

In Table 1 we also give energy transfer rates (normalized to
(3B*Q)), which are to be compared with the values given in
Figure 6. The remaining entries are discussed in § 3.5.

It is difficult to give reasonable error bars for the quantities
given in Table 1. The results are obtained by averaging data
whose fluctuations are at least comparable to their averages.
We expect that, for example, the values of ag given in Table 1
are uncertain by a factor of ~2. In addition, the results may
depend on the resolution and this could introduce uncertainty
by another factor of 2. The values of agg obtained in the present
work are comparable with the range of values used to con-
struct disk models for active galactic nuclei. However, the
values adopted in models for dwarf novae outbursts are typi-
cally ~0.1 (e.g., Cannizzo, Shafter, & Wheeler 1988), which is
at least 20 times the value obtained in our simulations. This
discrepancy seems to be too large to be explainable in terms of
error bars or numerical effects (resolution, artificial viscosities,
or boundary conditions).

3.5. Large-Scale Magnetic Field

A large-scale toroidal, (B,), magnetic field is generated in
our simulations (Fig. 7). Note the toroidal flux structures
(tubes) with a length comparable to L,, but relatively small
cross section. Most of the magnetic field vectors point to the
right (negative B,), but some vectors (especially below the
midplane) point in the opposite direction. On the upper and
lower surfaces one sees many flux bundles that are weakly
inclined against the torodial direction. The energies of both
large- and small-scale magnetic fields exceed the kinetic energy.
Thus, the flow is strongly governed by the magnetic field. A
strong toroidal field can easily be produced by shearing out a
weak radial field. A radial mean magnetic field, (B, ), is indeed
present in the simulation (see Fig. 2), and its typical value is
~100 times smaller than the mean toroidal field, {(B,». (The
two are roughly in antiphase, as expected for negative shear.)
Because of the periodic boundary conditions in x and y, the
{B,» =0 field is conserved, and for our initial conditions it
vanishes and can therefore not explicitly be involved in the
large-scale field regeneration. In order to regenerate B, ) from
{B,) we need to have a z-dependent electromotive force in the
y-direction, {&,> = <u x B),. We are therefore interested in
the magnitude of (&,> and whether there is a correlation
between (&> and (B, ).

For an alpha-omega dynamo, {&,» = a,,,{B,. In the usual
alpha-effect dynamo (e.g., Krause & Ridler 1980), the field is
governed by the fluid motions. We therefore cannot expect that
the traditional alpha-omega formalism is valid in the present
case, even though the mean magnetic field generated in the
simulation shows cyclic migration reminiscent of the dynamo
waves typical of many alpha-omega dynamo models (Parker
1979).

There appears to be a correlation between (&, and (B, in
Figure 8, with

(€, =(=2, +4) x 1073(B,)w?)'?, @1

where the two values in parenthesis are the average values
above and below the midplane, respectively. In the upper disk
plane the correlation is worse than in the lower disk plane (the
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F1G. 7—Magnetic field lines and a gray-scale representation of the magnetic energy density at the surface of the computational box. Strong magnetic fields are

dark. The toroidal direction is to the left. /T = 107.

correlation coefficients for the linear fits shown in Figure 8 are,
respectively, —0.19 and 0.76.)
There also appears to be a weak correlation between {&,>
and (B,) with
(€ =(—4, +4) x 1072(B,yu?)'" 22
above and below the midplane. This term can be interpreted as
a vertical transport of the average {B,) field, because we can

write equation (22) as {(&,)> = ug? x {(B,», where ug = (+4,
—4) x 10 2¢u?)'/2, The sign of uy corresponds to a transport

1x1074

—1x1074E

20 40 60 80 100

1x107

—-1x10"

20 40 60 80 100
t/Trot

of magnetic field away from the midplane. This might be an
indication of the effect of magnetic buoyancy.

The ratio of the typical values of (&,> and (B,>{u*>'* in
our model is ~4 x 10~ 3. This relatively small value can partly
be explained by the tendency of # and B to avoid each other
and to be aligned (see the next section). Another important
aspect may be that the flow is not fully three-dimensional, a
significant amount of energy may be in the form of two-
dimensional eddies. In that case only the smaller three-
dimensional component of the flow would act as a dynamo.

1x10710F
sx10”11E = 1

+¢-,%'+F M
oF ™f 7 ]
+

exio-l1E + 1
—1x10710}, ++ ++ ]
—1x107% o0  1x107%
<B‘y>

1x10710
5x107 11
0
—5x10” 11
~1x10710

F1G. 8.—Comparison of the evolution of (B, with (&, (a: upper disk plane, c: lower disk plane) and their correlation (b: upper disk plane, d: lower disk plane).
Averages are over space (separately above and below the midplane) and over a short time interval of five orbits.
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This can be quantified by the magnitude of the enstrophy
in the vertical direction relative to the total enstrophy,
{o2)/{®w?). This ratio is unity if the flow is purely two-
dimensional and in horizontal planes, and it is 1 under fully
isotropic conditions. Table 1 shows that the enstrophy in the
vertical direction is more than twice as big as in the two hori-
zontal directions. Further evidence for enhanced two-
dimensionality of the flow comes from the fact that the helicity,
{w - u), is weak. (The helicity vanishes for planar two-
dimensional motions.) We find that the relative helicity is

(@-uy (=002
@t~ <+0.05) @)

above and below the disk plane. (The relative magnetic helicity
and the current helicity are less than 20% of the ordinary
helicity, and the current helicity has the opposite sign.) The
sign of the helicity in equation (23) is consistent with the
Coriolis force twisting rising eddies against the overall rotation
as they expand into a lower density environment, and descend-
ing eddies in the opposite sense as they get compressed in a
higher density environment.

There is at present no theory for the large-scale field that is
applicable to magnetically dominated turbulence. It is never-
theless instructive to contrast our simulations with conven-
tional alpha-effect dynamo theory (where the turbulence is not
dominated by the magnetic field). According to Yoshimura
(1975), a migration pattern similar to the one observed here
(away from the midplane) is expected when oy, dul”/dx > 0.
Since du{”/dx < 0, this would suggest a negative o, above the
disk plane and a positive sign below, as is indeed the case here
(cf. eq. [21]). The effective dynamo number D = o, QH?/n?
(e.g., Parker 1979) is ~ 30, where we estimated the effective

-0.4 -0.

2 04

-04 -0.2 0.0
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turbulent magnetic diffusivity, #,, using the Shakura-Sunyaev
prescription with ags ~ 0.004. However, in an ordinary alpha-
omega dynamo o4, and {® * #) should have opposite signs
(e.g., Moffatt 1978). Comparing equations (21) and (23), we see
that this is not the case in our simulations. In the theory of
Steenbeck, Krause, & Ridler (1966; see also Roberts & Stix
1971), a4,, arises from a vertical gradient in density and turbu-
lent intensity. The two gradients usually have opposite sign,
but in our case the density stratification is dominant and their
theory is therefore also unable to explain the anomalous sign
of ag,,.

We conclude that the mean longitudinal electric field <&,
(and hence (B, ) is not the result of a conventional alpha-effect
acting on (B, >. Even the causality assumed in the convention-
al alpha-effect need not be applicable here; the observed corre-
lation between {&,> and {B,> does not imply that one is the
cause of the other. Instead, both could be merely diagnostics of
an underlying dynamo mechanism.

It is also possible that the cyclic behavior is facilitated by the
finite box size and might be absent in a global model. At least,
some of the properties of the mean magnetic field might change
drastically if we relaxed the restriction to a local model.

3.6. Flow Structure and Statistics

Abramowicz et al. (1992) proposed that accretion disks could
be covered by numerous vortices that would locally increase
the emissivity and thus could explain observed brightness
variations in active galactic nuclei. It is interesting to look for
such vortices in our simulations. In Figure 9 we plot the verti-
cal vorticity and streamlines in a cross section through z = 1.
The vertical vorticity shows long bands where the sign is the
same, while the velocity indicates the formation of vortex-like
structures with nearly closed streamlines in places. Magnetic

—- [ w
i N
 ~— =
N,
=T

]

-3 'Jﬁ_l Lok

-04 -02 00 02 04
z

FiG. 9—Vorticity (left), stream lines (middle), and magnetic field lines (right) in the midplane. Dark means negative vorticity, and light positive vorticity. Stream
lines and magnetic field lines are placed randomly, and their length is proportional to the velocity and field strength, respectively. In order to emphasize the
deviations from the mostly toroidal orientation of the magnetic field we have divided the B, by afactor of 5.¢/T = 81.9.
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fieldlines are also plotted, showing that the y component is
mostly positive. The B, field arises mostly near vortex-like
structures. By comparing flow pictures at different times, we
find that such structures develop rapidly during a single orbit.
Thus, in our present model there is no evidence for long-lived
vortices, as proposed by Abramowicz et al. (1992). However,
the magnetic flux tube structures in our simulation are more
long-lived, and it would be natural to invoke them in order to
explain the observed brightness variations. Also, we cannot
exclude the possibility that long-lived vortices can exist in a
modified disk model.

The typical scale of turbulent structures is between the
typical scale of the Balbus-Hawley instability, Agy = (v,>/Q,
and the kinematic and magnetic Taylor microscales, 1x =
(5<u?y/<®D)?, Ay = (5{B*)/{JIY)?, respectively. The three
scales are typically between 0.1 and 0.4; see Table 1. It is
interesting to note that in the present case of dynamo-
generated turbulence the kinematic and magnetic Taylor
microscales are very similar, whereas in convective dynamos
the magnetic Taylor microscale is typically smaller than the
kinematic one, even when the magnetic and kinematic diffusi-
vities are similar (Brandenburg et al. 1995). The inverse Rossby
number, 2QH/<u?)>'/2, which measure the rotational influence
on the turbulence, is always above 10. This indicates that the
turbulence is strongly affected by rotation and shear, which
leads not only to a strong two-dimensional component of the
motions, but also to the helical character of the remaining
three-dimensional component; see § 3.5.

The anisotropy of the flow can be quantified by computing
one-dimensional power spectra of the velocity and the mag-
netic field separately for the three directions (Fig. 10). (As for
usual power spectra, we sum over all three components of
velocity and magnetic field, respectively, but separately for the
three directions.) Since the flow is highly anisotropic, we expect
the spectra in the three directions to be different. The one-
dimensional power spectra of the velocity and the magnetic
field (Fig. 10) show that at large scales most of the energy is in
structures in the y-direction, and at small scales, the structures
are smoother along the y-direction. At small scales, the energy
is approximately equally distributed in structures in the x- and
z-directions. The fact that the three spectra are continuous
indicates that there is no simple (e.g., periodic) flow and mag-
netic field pattern. From the power spectra in the three direc-
tions we have obtained autocorrelation functions via inverse
Fourier transformation. For the correlation lengths (halfwidth
of the autocorrelation function) we obtained 0.08, 0.5, and 0.16
in the x, y, and z-directions, respectively. These rather dispa-
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rate length scales justify the use of different mesh resolution in
the three directions.

There are many similarities with other forms of turbulence
(e.g., homogeneous and convective), but there are also signifi-
cant dissimilarities. To quantify this, we now supplement our
investigations by a study of various statistical properties.

Probability density functions (PDFs) of u, B, », and J are
shown in Figure 11. The PDFs are normalized such that their
integral is unity. Note that the PDFs of the y components of u
and B are much broader than any of the other two com-
ponents. This reflects again the anisotropy of the turbulence
and especially the magnetic field in the streamwise direction.
The distribution of u, is broader than those of u, and u,, which
is due to that fact that the turbulent eddies are elongated in the
y-direction; cf. Figure 9. The w and J fields show exponential
tails (except for J,), and the distributions of w, and J, are
broader than the other distributions. This reflects again the
tendency of the flow to be two-dimensional; cf. § 3.5.

The kurtosis of the magnetic field is around 8 in the x-
direction and around 4 in the y-direction. Since the kurtosis is
a measure of intermittency, this indicates that the B, field is
more intermittent than the B, field. The skewness of the y-
component of the magnetic field changes sharply between —2
and + 2 during reversals of (B, ); see Figure 12. The skewness
of the x-component changes roughly between —1 and +1 (in
antiphase with the skewness of B)).

In Figure 13 we display PDFs of the cosines of the corre-
lation angles between various vector fields. There is a weak
alignment between # and B which is also seen in MHD convec-
tion (e.g., Brandenburg et al. 1995). Weak evidence also exists
for antialignment of w and B. For (w, u) the distribution is
rather flat, which is not seen in homogeneous and convective
turbulence. However, there is a systematic difference between
the upper and lower disk plane, where the net helicities are
negative and positive, respectively. The distribution of cos (J,
B) has a peak near zero, which comes from those regions in
space where the Lorentz force is acting.

Finally, we investigate the alignment of velocity and mag-
netic fields with the three eigenvectors (e,, e,, e;) of the rate of
strain matrix, 3(u; ; + u;;); see Figure 14. (Note that u is only
the deviation from the Keplerian flow.) The corresponding
eigenvalues are ordered such that A, < 4, < A;. The eigen-
vectors e; and e; give the directions of compression and
stretching, respectively. In ordinary turbulence the vorticity is
aligned with the intermediate eigenvector e, (Kerr 1987;
Ashurst et al. 1987). Our present results also show this align-
ment. However, the degree of alignment is much more pro-
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FiG. 10.—Power spectra of the velocity and the magnetic energy in the three directions. t/T = 107
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nounced here than in ordinary turbulence. These alignment
properties do not apply to the magnetic field. Instead, there is
an intermediate angle of ~45° between B and the directions of
compression (e,) and stretching (e3).

The fact that there is a 45° angle between the magnetic field
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. 11.—PDFs of u, 0, B, and J. The solid lines refer to the y-components, whereas dotted and dashed lines refer to the x- and z-components. t/T = 107.

and the directions of stretching and compression is not a pecu-
liarity of the magnetic field, but rather a natural property of
any shear flow. A shear flow can be divided into straining and
rotational motions. (Fig. 9 shows that even the deviations from
the Keplerian motion still show local shear aligned with the
toroidal direction.) Since the eigenvectors are orthogonal, e,
and e; must form an angle of 45° with the x- and z-directions.
(We confirmed that e, and e; have indeed high probabilities to
be at an angle of 45° with the x- and y-directions.) Further-
more, there is almost perfect alignment of the magnetic field
with the toroidal direction (the probability density reached
values ~40). Consequently, the B-field is a proxy for the y-
direction and therefore at an angle of 45° with e, and e;.
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F1G. 13—PDFs of the cosines of the correlation angles between various vector fields. Solid and dotted lines refer to PDFs taken separately from data points
above and below the disk plane. (Note that the scale of the ordinate varies.) t/T = 107.
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The intermediate eigenvector is perpendicular to both e,
and e;, and in this shear flow it is therefore more nearly aligned
with the z-direction which, in turn, is correlated with the vor-
ticity. Thus, the observed alignment properties of vorticity and
magnetic field appear naturally in shear flows.

3.7. Correlation Tensors

In §§ 3.3 and 3.4 we discussed the significance of the hori-
zontal (x, y) component of the Reynolds and Maxwell stress
tensors for the angular momentum transport. Because of the
possible observational implications, which were first pointed
out by Balbus, Gammie, & Hawley (1994), we now discuss all
the tensor components. In our model, where the parity is unre-
stricted, the full (normalized) Reynolds and Maxwell stress
tensors are

N 025 009 000

%;—= 009 062 —000),
u

000 —000 0.3

(24)
003 —009 000
<B—l‘;i= —009 091 —000
B 000 —000  0.06

Here we used averages over the entire box, except for the (x, z)
and (y, z) components where we averaged separately over the
upper and lower disk planes (results are given for the upper
disk plane). We also compared with averages taken only over
the outer layers near the surface and found that the results are
not very different. Both the velocity and magnetic field corre-
lation matrices are dominated by the (y, y)-component.

There are new and powerful observational techniques being
developed that, in the near future, will allow more detailed
comparisons with model predictions. The turbulent velocity
field affects the line opacity experienced by the radiation
emitted from the disk. Thus, the strength of emission lines and
their profiles are a function of the properties of the turbulence
in the accretion disk (Horne 1995). These effects are most easily
determined by Doppler tomography, for instance differences in
thermal and turbulent line broadening will affect the surface
brightness of the disk differently for different chemical ele-
ments. Also, as the statistical correlations of the different veloc-
ity components affect the line profiles and Doppler maps in
different ways, detailed information on the statistical proper-
ties of the turbulence is in principle obtainable.

The (y, y)-component of the velocity correlation matrix is
only observable on the approaching and receding sides of the
disk, that is the parts of the disk with the largest Doppler shifts

caused by Keplerian rotation. Accordingly the wings and
peaks in the emission line profile will be selectively enhanced
due to the decreased line opacity caused by the turbulence,
whereas no amplification occurs at the center of the line, as it is
produced on the front and back sides of the disk. However this
selective amplification becomes less noticeable due to the con-
tribution from the (x, x)-correlation, which decreases the line
opacity on the front and back sides of the disk instead, i.e., the
regions that form the center of the line profile. It is especially
interesting to note that the (y, z)-component, which is the only
component that can cause line asymmetries (Horne 1995), is
practically vanishing in our simulation.

4. DISCUSSION

The local process of dynamo-generated turbulence appears
to be a viable mechanism for turbulent transport in accretion
disks. While we cannot exclude other potentially important
mechanisms, such as global instabilities (density and tidal
waves), or a local Balbus-Hawley instability driven by the mag-
netic field originating from the central object, it is quite clear
that the process studied in the present paper should operate in
any case. Thus, based on our model, we might expect a sce-
nario involving transonic and supersonic turbulence, together
with small scale and large scale magnetic fields in super-
equipartition with the turbulence. Those large-scale magnetic
fields possibly exhibit cycles on a time scale of tens of orbits.
The turbulence acts essentially as a catalyst that allows the
system to extract energy from the shear flow. It is therefore not
surprising that magnetic fields (both small and large scale) are
generated that exceed the kinetic energy of the turbulence.

There are a variety of conceivable improvements to our
model. The most important one includes a more realistic treat-
ment of the equation of state and the radiative transfer. Only
then will it be possible to model realistically those regions of
the disk that are accessible to observations. If the more realistic
models continue to show magnetic cycles, we should expect
that such variability could also be identified observationally.
Also, there still remains a need for global models (cf. Knobloch
1992; Curry, Pudritz, & Sutherland 1994) to test not only the
applicability of the local approximation, but in particular to
study global dynamo action and to address issues related to
the evolution of the entire disk.
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