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We perform numerical simulations of gravitational waves (GWs) induced by hydrodynamic and
hydromagnetic turbulent sources that might have been present at cosmological quantum chromody-
namic (QCD) phase transitions. For turbulent energies of about 4% of the radiation energy density,
the typical scale of such motions may have been a sizable fraction of the Hubble scale at that time.
The resulting GWs are found to have an energy fraction of about 10−9 of the critical energy density
in the nHz range today and may already have been observed by the NANOGrav collaboration.
This is further made possible by our findings of shallower spectra proportional to the square root of
the frequency for nonhelical hydromagnetic turbulence. This implies more power at low frequencies
than for the steeper spectra previously anticipated. The behavior toward higher frequencies depends
strongly on the nature of the turbulence. For vortical hydrodynamic and hydromagnetic turbulence,
there is a sharp drop of spectral GW energy by up to five orders of magnitude in the presence of
helicity, and somewhat less in the absence of helicity. For acoustic hydrodynamic turbulence, the
sharp drop is replaced by a power law decay, albeit with a rather steep slope. Our study supports
earlier findings of a quadratic scaling of the GW energy with the magnetic energy of the turbulence
and inverse quadratic scaling with the peak frequency, which leads to larger GW energies under
QCD conditions.

PACS numbers:

I. INTRODUCTION

Gravitational wave (GWs) astronomy opens a new
window to study the physical processes in the early uni-
verse. Relic GWs can be sourced by violent processes
such as cosmological phase transitions and after genera-
tion they propagate almost freely throughout the expan-
sion of the universe that causes the dilution of their strain
amplitude and frequency; for a review, see [1] and refer-
ences therein. On the other hand, the detection of these
relic GWs is a challenging task due to their small ampli-
tudes, the specific range of the characteristic frequencies,
and astrophysical foregrounds [2]. Despite tremendous
advancements in GW detection techniques, the stochas-
tic GW background of cosmological origin remained un-
observed.

Recently, the NANOGrav collaboration reported
strong evidence for a stochastic GW background [3]. In
addition to the possibility of GWs induced by astro-
physical sources such as supermassive black holes, the
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NANOGrav data can also be understood as a possible
signal from the early universe, such as inflationary GWs
[4–8], cosmic strings and domain walls [9–14] phase tran-
sitions including the supercooled phase transitions [15],
dark phase transitions [16, 17] and quantum chromody-
namic (QCD), with axionic string network and QCD ax-
ion [18–21], and/or magnetic fields [22] and turbulence
[23].

In this paper we present a self-consistent study of the
GWs from turbulent sources possibly present at QCD
phase transitions. In contrast to Ref. [22], we will not
limit the turbulent sources to the presence of magnetic
fields [24–30] but rather consider any turbulent source
possibly presented at the QCD energy scale. Even if pri-
mordial fields are not dynamically strong, turbulence can
still develop at QCD energy scales [24, 28, 31–35]; the la-
tent heat they release still gives rise to pressure gradients
resulting in macroscopic plasma motions. Given the very
high Reynolds number of the primordial plasma, such
motions will inevitably decay into turbulence [24, 35].
Particularly important for our work is the earlier finding
that the separation and size of nucleation bubbles in a
QCD phase transition is a sizeable fraction of the Hubble
scale, see Ref. [36] for pioneering works and follow-up pa-
pers, [37–47]. Furthermore, the assumption of turbulence
being driven by magnetic fields, allows us to avoid the re-
quirement of first order QCD phase transitions, [35].

The paper is organized as follows. We first review ba-
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sic properties of relic GWs (Sec. II), discuss then the
NANOGrav observations (Sec. III), present our numeri-
cal approach (Sec. IV) and results (Sec. V) of our sim-
ulations, before concluding in Sec. VI. Throughout the
paper, we use natural units with h̄ = c = kB = 1. We
also set the permeability of free space to unity, i.e., µ0 =
1, expressing the electromagnetic quantities in Lorentz-
Heaviside units. The Latin indices run i ∈ (1, 2, 3) and
define the spatial coordinates, and the Greek indices
run λ ∈ (0, 1, 2, 3). We choose the metric signature as
(−1, 1, 1, 1).

II. THE EARLY-UNIVERSE GRAVITATIONAL

WAVE SIGNAL

GWs correspond to the tensor mode of perturbations
δgµν above the spatially flat, homogeneous, and isotropic
Friedmann-Lemâıtre-Robertson-Walker (FLRW) back-
ground, in the transverse-traceless (TT) gauge1 defined

through the spatial component hphys
ij with a2hphys

ij =
Λijlmδglm, where a is the scale factor at the physical time
tphys. Here and below, super/subscript “phys” denotes
physical quantities.
In order to eliminate the expansion-induced dilution

from the governing hydromagnetic equations, we use
rescaled quantities together with the conformal time t,
defined through dt = dtphys/a, which reduces the met-
ric tensor to the Minkowski form. The background ex-
pansion of the universe during the radiation-dominated
epoch is governed by the (dominant) radiation energy
density Erad = π2g(T )T 4/30, where g(T ) is the effective
number of relativistic degrees of freedom at temperature
T . In the epoch(s) of interest, the expansion of the uni-
verse is fully governed by radiation, and the Hubble pa-
rameter H ≡ a−1da/dtphys = a−2da/dt is given through
H2(t) = (8πG/3) Erad(t), where G is Newton’s gravita-
tional constant and Erad(t) denotes the total energy den-
sity of radiation (including all relativistic components).

In order to connect physical and comoving variables
and to determine the scaling of physical quantities, we
compute the ratio of the scale factor today, a0 = a(t0)
(here and below, “0” denotes the present moment), to
that at the time t∗ (at the temperature T∗ at which
the source becomes active and the gravitational signal
is generated) corresponding to the start of the simula-
tion. We assume the adiabatic expansion of the universe,
such that gS(T )T

3a3(T ) is constant, where gS(T ) is the

1 The TT gauge is determined by the TT projection tensor Λijkl =

PikPjl−
1
2
PijPkl, where the Pij is a transverse operator (∂iPij =

0), defined as Pij = δij − ∂i∂j/∇
2, where δij is the Kronecker

delta, ∂λ ≡ ∂/∂xλ denotes the partial derivative in respect of
xλ coordinate, and (∇ defines the vector differential operator
with the components equal to ∇i ≡ ∂i, i.e., ∇

2 is the Laplacian
in respect of spatial coordinates, see for more details Chapter 1
(1.2) of [48]

number of adiabatic degrees of freedom at temperature
T . At high enough temperatures (T > 1MeV), we have
gS(T ) = g(T ) [49]. Note, that our consideration below is
valid for any time period during the radiation dominated
epoch. However, we will be focused on the time period
around the QCD energy scale (150MeV). We also nor-
malize the scale factor a∗ ≡ a(t∗) = 1, which differs from
the usual convention a0 = 1. Entropy conservation leads
to

a0
a∗

= 1012
(

gS(T∗)

15

)1/3(
T∗

150MeV

)

, (1)

where we have used T0 = 2.73K and gS(T0) = 3.91, while
at the QCD energy scale we have gS(T∗) ≈ 15 [49]. The
degrees of freedom at QCD is approximate due to uncer-
tainty in the exact temperature of the QCD transition
and knowledge of the standard model (see discussions in
[45, 50]). However, as (a0/a∗) ∼ gS(T∗)

1/3, small devia-
tions in gS(T∗) will not significantly impact our results.
The GW equation in physical time and space coordi-

nates is given by

(

∂2
tphys

+ 3H∂tphys −∇
2
phys

)

hphys
ij = 16πGTTT

ij,phys, (2)

where the TT superscript denotes the TT projection of

the stress-energy tensor such that TTT
ij,phys = ΛijlmT phys

lm .
To make the connection with observations, we de-

fine the characteristic strain, hc(t), which obeys h2
c(t) =

〈(hphys
ij (x, t))2〉 /2, where angle brackets denote volume

averaging in physical space, and the physical energy den-

sity Ephys
GW (t) carried by the GWs is given by [48]

Ephys
GW (t) =

1

32πG
〈(∂tphysh

phys
ij (x, t))2〉 . (3)

It is then expressed in terms of today’s frequency
f = k/(2πa0) that corresponds to the time Fourier
transform Q(t) =

∫∞

−∞
df Q(f)e−2πft (and Q(f) =

2π
∫∞

−∞
dtQ(t)e−2πft) [48].

The relic GW signal strength today is given through
the normalized GW energy density parameter ΩGW(f)
reduced by the factor (H∗/H0)

2(a∗/a0)
4, where H∗ is the

Hubble parameter at t∗. This accounts for the dilution
of the GW energy density parameter with the expansion
of the universe and renormalizes the GW energy den-
sity by the critical energy density at the present time,
E0
crit = (3H2

0 )/(8πG), where H0 = 100h0 km s−1 Mpc−1

≃ 3.241× 10−18 h0 s
−1 is the present value of the Hubble

parameter. A frequency of particular interest is the fre-
quency f∗ corresponding to the Hubble horizon scale at
t∗:

f∗ =
a∗H∗

a0
≃ (1.8×10−8 Hz)

(

g∗
15

)1/6(
T∗

150MeV

)

. (4)

As discussed above, there is a variety of possible
sources of a stochastic GW background in the nHz
frequency range, accessible to Pulsar Timing Arrays
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(PTAs), see Section III for more details and Ref. [51] for
a review and references therein, and these sources include
a cosmic population of supermassive black hole binaries
(SMBHBs) [51, 52], cosmic strings [53–55], inflationary
GWs [4, 56],2 and phase transitions in the early universe
[19, 60–62]. In particular, if we assume that GWs could
be sourced by bubble collisions at a phase transition, we
expect the frequency of the GWs to be related to the
bubble size. We consider that the bubble length scale
is the Hubble horizon H∗ at generation divided by the
total number of phase transition bubbles Nb. Then, for
the QCD phase transitions, the frequency is given by

f∗ ≃ (1.1× 10−7 Hz)

(

g∗
15

)1/6(
T∗

150MeV

)(

Nb

6

)

, (5)

where we have normalized to 6 bubbles expected at the
QCD phase transition [45].

III. NANOGRAV DATA

A pulsar is a highly magnetized and rapidly rotating
neutron star that emits a beam of electromagnetic radi-
ation along its magnetic axis [63]. The times of arrival
(TOA) of these pulses are extremely regular and can be
predicted very accurately over long times [64]. The pres-
ence of a GW passing between the observer and pulsar
shifts the pulse TOA proportional to the amplitude of the
GW [65]. By monitoring the fluctuations in the TOA of
radio pulses from millisecond pulsars (see, e.g., Ref. [66]
and references therein) international PTA missions3 aim
to probe a stochastic GW background.
The maximum sensitivity of a PTA experiment is lim-

ited by the total observation time. That is, the lowest
detectable frequency is on the order of the inverse of the
time span of the data (e.g., f ∼ nHz for datasets spanning
∼ 10 years) [68]. Furthermore, data sampling (i.e., pul-
sars are usually observed on the order of weeks [65]) lim-
its the maximum detectable frequency. The NANOGrav
12.5-year data is sensitive to GW frequencies between
approximately 2.5 nHz and 1µHz [69].
PTA measurements typically characterize a stochas-

tic GW background in terms of its characteristic strain
spectrum hc(f) fitted with a power-law dependence on
frequency [3],

hc(f) = ACP

(

f

fyr

)αCP

, (6)

2 The quantum mechanical fluctuations during the inflationary
epoch induces GWs via parametric resonance [57–59].

3 The International Pulsar Timing Array (IPTA) is a consortium
of consortia, comprised of the European Pulsar Timing Array
(EPTA), the North American Nanohertz Observatory for Grav-
itational Waves (NANOGrav), and the Parkes Pulsar Timing
Array (PPTA) [67].

where the subscript “CP” denotes a common-spectrum
(CP) process (common to the observed pulsars), the spec-
tral index αCP depends on the source of the stochastic
GW background, and ACP is the strain amplitude at a
reference frequency of fyr = 1yr−1. This choice of refer-
ence frequency is arbitrary and does not affect the ability
to detect a GW signal.

The energy density spectrum of the GW background
today expressed in terms of the characteristic strain spec-
trum is given by [65]

ΩGW(f) =
2π2

3H2
0

f2h2
c(f) = Ωyr

GW

(

f

fyr

)5−γCP

, (7)

where we have used Eq. (6) in the second term on
the right-hand side, γCP = 3 − 2αCP and Ωyr

GW ≡
2π2A2

CPf
2
yr/(3H

2
0 ). The quantity h2

0ΩGW(f) is typically
considered in order to remove the uncertainty in the value
of H0.

The NANOGrav collaboration reports joint ACP−γCP

posterior distributions [3]. Posteriors for a common-
spectrum process in the NANOGrav 12.5-year data were
recovered with four models: free-spectrum, broken power
law, 5-frequency power law, and 30-frequency power
law. The fits were performed for frequencies f ∈ [2.5 ×
10−9, 7× 10−8] Hz, with the exception of the 5-frequency
power law, which was fit to the five lowest frequency
bins. The four lowest frequency bins have the strongest
response to the presence of a GW background (see Fig-
ure 13 of Ref. [3]). Thus, the 5-frequency power law was
fit within the signal-dominated frequency range (approx-
imately f ∈ [2.5 × 10−9, 1.2 × 10−8] Hz). Figure 1 of
Ref. [3] shows the 1σ and 2σ posterior contours for the
amplitude ACP and spectral slope γCP.

Fig. 1 shows the NANOGrav detection expressed in
terms of h2

0ΩGW(f) as given by Eq. (7). The shaded
regions show the 2σ confidence contours of the ACP −
γCP parameter space in terms of f and h2

0ΩGW(f) for
frequencies from 2.5–100 nHz (i.e., the NANOGrav 12.5-
year sensitivity range); see Ref. [3] for more detail.

IV. GRAVITATIONAL WAVE GENERATION

As mentioned in the introduction (see also Ref. [51]),
low frequency GWs can originate from various astrophys-
ical foreground sources (white dwarfs, SMBH mergers,
etc), and from relic sources related to inflation and cos-
mic strings, for example, and in particular, from phase
transition-generated turbulence and primordial magnetic
fields. We focus here on the latter two. Turbulence
and/or magnetic fields would only be generated during
a limited amount of time before they would decay. The
decay process itself remains highly turbulent and could
affect GW production. Let us therefore begin with some
general remarks about turbulent decay.
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FIG. 1: NANOGrav 12.5-year data set 2σ confidence con-
tours for the posteriors of a common-spectrum process (see
Ref. [3] Figure 1) expressed in terms of the GW energy den-
sity h2

0ΩGW(f) and frequency f . This is shown over the
NANOGrav 12.5-year sensitivity range of 2.5–100 nHz. The
three models used to fit the process include a: broken power
law (blue), 5-frequency power law (orange), and 30-frequency
power law (green).

A. Gravitational Waves from Turbulent Sources

Using scaled quantities hij = ahphys
ij and TTT

ij =

a4TTT
ij,phys, together with a(t) ∝ t in the radiation domi-

nated epoch, the GW equation takes the form

(

∂2
t −∇2

)

hij =
16πG

a
TTT
ij . (8)

To obtain the GW equation in Fourier (wavenumber)
space, we use the Fourier transforms and the polariza-
tion r = (+,×) decomposition of the tensor metric per-
turbations and stress energy tensor projected onto the

TT gauge (i.e., Qij(k, t) =
∑

r=+,×
erij(k̂)Qij(k, t), where

e+ij(k̂) and e×ij(k̂) are the polarization tensors with k̂ the
unit vector, and k = akphys is the rescaled wavenum-
ber).4

As in earlier work [72, 73], we use normalized conformal
time, t̄ = t/t∗, where t∗ = H−1

∗ is our starting time,
and a∗ = 1 has been chosen. Therefore, a = t̄. We
also use the scaled wave vector, k̄ = k/H∗, and a scaled
normalized stress, T̄TT

+/× = TTT
+/×/E

∗
rad. The GW equation

4 We use the spatial Fourier transform convention: Q(x, t) =
∫

d3k
(2π)3

e−ik·xQ(k, t) and Q(k, t) =
∫

d3xe−ik·xQ(x, t). The

transverse operator Pij in the Fourier space is given Pij(k̂) =

δij − k̂iĵk and the TT projection operator is Λijkl(k̂) =

Pik(k̂)Pjl(k̂) −
1
2
Pij(k̂)Pkl(k̂), correspondingly. The polariza-

tion tensors e+ij(k̂) and e×ij(k̂) can be written as e+ij(k) = ê
1
i ê

1
j −

ê
2
i ê

2
j and e×ij(k) = ê

1
i ê

2
j + ê

2
i ê

1
j , where ê

1 and ê
2 are unit vectors

that are orthogonal to k̂ and each other; see Chapter 1 (1.2) of
Ref. [48]. and Ref. [72] for further detail.

can then be written in the form [72, 73]

(

∂2
t̄ + k̄

2
)

h+/×(k, t) =
6

t̄
T̄TT
+/×(k, t), (9)

but from now on we omit all overbars.
Throughout this paper, all numerical results will usu-

ally be presented as the scaled variables introduced
above. In particular, we quote the rms strain, hrms =

〈h2〉
1/2

, where h2 = h2
+ + h2

× = (hij)
2/2, and like-

wise for the scaled GW energy, EGW = 〈ḣ2〉 /6, where

ḣ+/× = ∂th+/× with ḣ2 ≡ ḣ2
+ + ḣ2

×; see Ref. [72, 73]
for additional subdominant terms that are applied in the
calculations. We sometimes also quote the (frequency de-
pendent) characteristic amplitude of the physical strain
measured today, hc(f) = hrms/a0; see Sec. II.

B. Turbulent Sources

Turbulent flows in the early universe can be modeled
by solving the hydromagnetic equations for the density
ρ, the velocity u, and the magnetic field B with ∇ ·B =
0, adopting an ultrarelativistic equation of state in an
expanding universe using conformal time and comoving
variables [70, 71] with a forcing term F in the induction
equation for B

∂ ln ρ

∂t
= −

4

3
(∇ · u+ u ·∇ ln ρ) +

1

ρ

[

u · (J ×B) + ηJ2
]

,

∂u

∂t
= −u ·∇u+

u

3
(∇ · u+ u ·∇ ln ρ) +

2

ρ
∇ · (ρνS)

−
1

4
∇ ln ρ−

u

ρ

[

u · (J ×B) + ηJ2
]

+
3

4ρ
J ×B,

∂B

∂t
= ∇× (u×B − ηJ +F), J = ∇×B.

We recall that the conformal time t is normalized to unity
at the time t∗ of magnetic field generation, ρ is in units
of the initial value, u is in units of the speed of light,
and the magnetic energy density B2/2 is measured in
units of the radiation density at the time of generation.
Furthermore, Sij = 1

2
(ui,j + uj,i) −

1
3
δij∇ · u are the

components of the rate-of-strain tensor with commas de-
noting partial derivatives, J is the current density, ν is
the kinematic viscosity, and η is the magnetic diffusivity.
The electromotive force, F , is used to model magnetic
field generation with

F(x, t) = Re[N f̃(k) exp(ik · x+ iϕ)], (10)

where the wave vector k(t) and the phase ϕ(t) change
randomly from one time step to the next. This forcing
function is therefore white noise in time and consists of
plane waves with average wavenumber kf such that |k|
lies in an interval kf − δk/2 ≤ |k| < kf + δk/2 of width
δk. Here, N = f0/δt

1/2 is a normalization factor, where
δt is the time step and f0 is varied to achieve a certain
magnetic field strength after a certain time, and f̃(k) =
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(k× e)/[k2 − (k · e)2]1/2 is a nonhelical forcing function.
Here, e is an arbitrary unit vector that is not aligned
with k. Note that |f |2 = 1. Following earlier work, the
forcing is only enabled during the time interval 1 ≤ t ≤ 2.
The kinetic and magnetic energy densities are defined as
EK(t) = 〈ρu2〉 /2 and EM(t) = 〈B2〉 /2, respectively.
The vigor of turbulence is characterized by the

Reynolds number, Re = urms/νkf , where urms is the max-
imum rms velocity. It can only be determined a poste-
riori from the velocity resulting from the magnetic field
through the Lorentz force. For all our runs, we use η = ν.

C. Turbulent Decay Laws

Turbulence is known to decay in power-law fashion
[74, 75] such that the magnetic energy EM(t) decays with
time t like ∆t−p and the correlation length ξM(t) in-
creases like ∆tq, where ∆t = t−toff is the time interval af-
ter the forcing has been turned off. The exponents p and
q are positive and depend on the physical circumstances
(magnetically or kinetically dominated turbulence), and
whether or not there is magnetic helicity. In helical tur-
bulence, for example, one finds p = q = 2/3, while for
non-helical magnetically dominated turbulence one finds
p = 1 and q = 1/2, although other variants are sometimes
possible [76, 77].
In this paper, we are specifically interested in the de-

pendence of the decay behavior on the forcing wave num-
ber kf of the turbulence while it was still being driven.
The parameter kf enters through the prefactor in the de-
cay law.
Furthermore, ∆t−p would become infinite for p > 0

and ∆t = 0 (when t = toff). The singularity of ∆t−p at
t = 0 is a consequence of a simplified description at the
initial time moment. For this reason, it is convenient to
express the decay laws as

EM(t) = Emax
M (1 + ∆t/τ)−p, (11)

where τ is the turnover time, which we will treat as an
empirical parameter that we expect to be of the order of
(vAkf)

−1, where vA = (3Emax
M /2)1/2 is the Alfvén speed,

evaluated at the time when EM reaches its maximum
value Emax

M . In some simulations of purely hydrodynamic
turbulence, we replace EM by EK in Eq. (11) and use
τ = (urmskf)

−1 with urms = (2EK)
1/2 as the nominal

turnover time. We recall here that we are using nondi-
mensional variables where the radiation energy density is
unity.
For all our simulations, we choose toff = 2, i.e., turbu-

lence is being driven for one Hubble time during 1 ≤ t ≤
2. In the following, we vary kf between 2 and 60. For
kf = 60, we find that τ is shorter than a Hubble time, but
in all other cases, it exceeds it by up to factors between
ten (in the nonhelical cases) and a hundred (in helical
cases).
We arrange the strength of the forcing f0 such that EM

is similar for different values of kf . This allows us then to

determine the resulting GW energy solely as a function
of kf . For small values of kf , the turbulence may not be
able to reach a statistically steady state by the time toff ,
when the driving is turned off.
It is therefore necessary to adjust f0 for each value

of kf separately. Once we have two values of Emax
M that

are close enough to the target strength, we determine the
desired forcing strength through linear interpolation. We
also consider the case of different values of f0 for a fixed
value of kf (Runs noh5,6 and Runs hel5,6).

V. NUMERICAL SIMULATIONS

We solve the governing equations using the Pencil

Code [78], where the GW solver has already been imple-
mented [72]. We consider a cubic domain of side length
2π/k1, where k1 is the smallest wave number in the do-
main. We choose k1 = kf/6, so that the scale separation
between the initial spectral peak and the lowest wave
number in the domain is six. In the following, we discuss
the results for different values of kf . The temporal growth
of EM(t) is similar for small values of kf ; see Fig. 2(a) and
(b), where we compare the evolution of EM and EGW for
the nonhelical and helical cases. The parameters of those
runs are listed in Tables I and II (for nonhelical and heli-
cal runs). The numerical resolution is 5123 mesh points,
except for run noh1, where we use 10243 mesh points.
Unless specified otherwise, we use ν = η = 5× 10−5.

In Table I, we have quoted the values of Esat
GW and

hsat
rms obtained at the end of the simulation. To com-

pute the relic observable h2
0ΩGW at the present time,

we have to multiply Esat
GW by a factor (H∗/H0)

2(a∗/a0)
4;

see Refs. [72, 73] for details. Using g∗ = 15 and T∗ =
150MeV, we find H∗ = 1.8×104 s−1, and thus this factor
is ≈ 3×10−5. The largest value of Esat

GW quoted in Table I
is 3.5×10−4 and corresponds therefore to h2

0ΩGW ≈ 10−8.
Likewise, the values of hsat

rms in Table I have to be mul-
tiplied by a−1

0 ≈ 10−12 to obtain the observable hc at
the present time; see Eq. (1). Again, the largest value of
hsat
rms = 5× 10−2 corresponds therefore to the observable

hc = 5× 10−14.
To simplify the comparisons, we have arranged the

forcing amplitude f0 such that Emax
M is similar in cer-

tain cases. The values of Emax
M listed in the upper block

of Tables I and II (for nonhelical and helical hydromag-
netic turbulence, respectively) are around 0.038 and cor-
respond to 0.8µG. The growth phase of EM(t) is similar,
but the decay is significantly slower when kf is smaller.
The GW energy saturates at a value Esat

GW some time af-
ter EM(t) has reached its maximum, and is smaller for
larger values of kf .
It is important to realize that in all four cases, the de-

cay of the magnetic energy follows an approximate power
law decay, as given by Eq. (11). To see this, we the plot
in Fig. 3 the evolution of EM versus t − 2 in a double-
logarithmic representation. The parameters p and τ de-
scribe the decay and are also listed in Table I.
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FIG. 2: Evolution of EM(t) and EGW(t) for nonhelical (left) and helical (right) cases. Orange, black, blue, and red are for
kf = 2, 6, 20, and 60, respectively.

TABLE I: Summary of runs with nonhelical turbulence.

Run kf k1 f0 p τ E
max
M E

sat
GW hsat

rms B [µG] h2
0ΩGW(f) hc

noh1 2 0.3 1.9× 10−1 1.0 16 3.83× 10−2 3.53× 10−4 4.83× 10−2 0.78 1.09× 10−8 4.83× 10−14

noh2 6 1 6.0× 10−2 1.0 4.5 3.75× 10−2 5.61× 10−5 7.06× 10−3 0.78 1.73× 10−9 7.07× 10−15

noh3 20 3 2.3× 10−2 1.3 2.0 3.81× 10−2 1.11× 10−5 1.15× 10−3 0.78 3.44× 10−10 1.15× 10−15

noh4 60 10 1.0× 10−2 1.4 0.43 3.93× 10−2 2.62× 10−6 1.65× 10−4 0.79 8.10× 10−11 1.65× 10−16

noh5 2 0.3 1.0× 10−1 — — 1.06× 10−2 2.70× 10−5 1.40× 10−2 0.41 8.37× 10−10 1.40× 10−14

noh6 2 0.3 3.0× 10−1 — — 9.48× 10−2 2.08× 10−3 1.02× 10−1 1.2 6.42× 10−8 1.02× 10−13

noh7 6 1 2.0× 10−2 — — 4.63× 10−3 6.56× 10−7 8.10× 10−4 0.27 2.03× 10−11 8.11× 10−16

TABLE II: Similar to Table I, but for helical turbulence.

Run kf k1 f0 p τ E
max
M E

sat
GW hsat

rms B [µG] h2
0ΩGW(f) hc

hel1 2 0.3 1.9× 10−1 0.67 100 3.90× 10−2 4.85× 10−4 4.33× 10−2 0.79 1.50× 10−8 4.33× 10−14

hel2 6 1 5.6× 10−2 0.67 20 3.81× 10−2 5.05× 10−5 4.69× 10−3 0.78 1.56× 10−9 4.69× 10−15

hel3 20 3 2.0× 10−2 0.67 4.0 3.96× 10−2 7.26× 10−6 6.66× 10−4 0.80 2.24× 10−10 6.66× 10−16

hel4 60 10 6.5× 10−3 0.67 0.50 3.76× 10−2 8.15× 10−7 7.18× 10−5 0.78 2.52× 10−11 7.18× 10−17

hel5 2 0.3 1.0× 10−1 — — 1.06× 10−2 3.61× 10−5 1.08× 10−2 0.41 1.12× 10−9 1.08× 10−14

hel6 2 0.3 3.0× 10−1 — — 9.85× 10−2 3.07× 10−3 1.12× 10−1 1.3 9.49× 10−8 1.12× 10−13

hel7 6 1 2.0× 10−2 — — 4.93× 10−3 8.33× 10−7 6.26× 10−4 0.28 2.58× 10−11 6.26× 10−16

hel8 6 1 1.0× 10−1 — — 1.20× 10−1 5.09× 10−4 1.59× 10−2 1.4 1.57× 10−8 1.59× 10−14

Our results confirm that the turbulence decays more
slowly for large values of τ , or small values of kf . As al-

ready found from earlier simulations [73], the GW energy
generally decreases with increasing kf . This is seen more
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FIG. 3: Similar to Fig. 2(a) and (b), but in a double-logarithmic representation where EM is now plotted versus ∆t ≡ t − 2,
the time after which the electromagnetic source is turned off.

TABLE III: Comparison of nonhelical magnetic turbulence (mag) with irrotational (irro) and vortical (vort) turbulence.

Type f0 ν E
max
M E

sat
GW hsat

rms B [µG] h2
0ΩGW(f) hc

magnetic 1.9× 10−1 5.0× 10−5 3.83× 10−2 3.53× 10−4 4.83× 10−2 0.78 1.09× 10−8 4.83× 10−14

vortical 3.8× 10−1 1.0× 10−2 4.21× 10−2 8.81× 10−4 8.26× 10−2 0.82 2.73× 10−8 8.27× 10−14

irrotational 7.0× 10−1 2.0× 10−2 4.26× 10−2 8.30× 10−4 7.95× 10−2 0.83 2.57× 10−8 7.96× 10−14

FIG. 4: (a) EGW versus EM/kf ; the straight line shows EGW = 5.2 × 10−4 (EM/kf)
1/2. (b) Positions of our runs in a diagram

showing E
sat
GW versus Emax

M . For orientation the old data points of the Ref. [73] are shown as gray symbols. The open red (filled
blue) symbols are for the helical (nonhelical) runs. The green symbols refer to the two hydromagnetic runs of Table III.

clearly in a diagram of EGW versus EM/kf ; see Fig. 4(a).
For kf = 2, we have performed additional simulations

with smaller and larger values f0, both with and with-
out helicity. The resulting values of Esat

GW obey quadratic
scaling of the form

Esat
GW = (qEmax

M /kf)
2

(12)

with a coefficient q = 1.1; see the straight line in
Fig. 4(a). Only the data point for kf = 60 is slightly
above the line represented by Eq. (12). This could be
an artefact of our Reynolds numbers still not being large
enough in our simulations, especially for large value of
kf .

To compare with earlier work, we show in Fig. 4(b) the
positions of our runs in a Esat

GW versus Emax
M diagram. For

orientation, we also show the data points from Ref. [73].
We see that the new data points are well above the older
ones of Ref. [73]. This is mainly a consequence of us-
ing here smaller values of kf (2–60, compared to 600 in
Ref. [73]). For kf = 2 and k1 = 0.3, we show here the
results for hydrodynamic runs using irrotational and vor-
tical forcings; see the green symbols in Fig. 4(b). Those
runs are listed in Table III and compared with the non-
helical magnetic turbulence run ‘noh1’.

In Fig. 5, we plot the resulting present-day GW en-
ergy and strain spectra for our four runs with kf = 2, 6,
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FIG. 5: h2
0ΩGW(f) and hc(f) at the present time for all four runs presented in Table I, for the nonhelical (left) and helical

(right) runs. The 2σ confidence contour for the 30-frequency power law of the NANOGrav 12.5-year data set is shown in gray.

FIG. 6: Magnetic energy spectra for the (a) nonhelical and (b) helical cases.

20, and 60, both without and with helicity in the driv-
ing function F . The first two cases with kf = 2 and
6 lie well within the frequency and amplitude range ac-
cessible to NANOGrav. In all cases, the spectra show a
sharp drop slightly above the peak frequency. This is a
consequence of the rapid temporal growth of the spectra,
which leads to a correspondingly large growth at the peak
frequency, while at higher frequencies, the spectrum set-

tled at values that were determined by somewhat earlier
times when the energy was still weaker.

At frequencies below the peak, we now find a spec-
trum that is even shallower than the h2

0ΩGW(f) ∝ f
spectrum found already earlier [73]. A spectrum shal-
lower than proportional to f , such as the present f1/2

spectrum, could perhaps be explained by the finite size
of the computational domain; see Ref. [79], who found
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FIG. 7: Similar to Fig. 5, but comparing vortical (red) and
irrotational turbulence (blue) with MHD turbulence (black).

even a f−1/2 spectrum for ΩGW(f). Alternatively, the
shallower spectrum might well be physical, or at least
significantly extended over a substantial frequency inter-
val below the peak frequency, for example due to inverse
cascading in helical [80] and nonhelical [81] cases.

In the absence of sources, a ΩGW(f) ∝ fα spectrum
implies hc(f) ∝ fα/2−1 for arbitrary spectral indices α.
For α = 1/2, we would thus expect hc(f) ∝ f−3/4. How-
ever, the observed strain spectrum, hc(f) ∝ f−1/2, seems
to agree with that found previously from numerical simu-
lations [73]. However, looking more carefully at the strain
spectrum for kf = 60, we see a hc(f) ∝ f−3/4 spectrum
is actually compatible with the simulation; see the corre-
sponding dashed-dotted line in Fig. 5(c). This agreement
is probably related to the fact that the turnover time is
shorter for the run with kf = 60, compared with those at
smaller values (i.e., longer turbulence driving time will
allow for more efficient inverse cascading).

In the runs with helicity, we do find h2
0ΩGW(f) ∝ f ,

together with a slight enhancement just before reaching
a maximum. The subsequent decay for larger values of
f is much steeper in the case with helicity than with-
out. Furthermore, in hc(f) we see a sharper drop to the
right of the maximum than in simulations without he-
licity. These differences in the spectra for helical and
nonhelical cases are surprisingly strong and might allow

us to infer the presence of magnetic helicity once such a
spectrum is detected.
It is important to note that the h2

0ΩGW ∝ f spectra
in Figs. 4(a) and (c) show an increase towards smaller
kf . This is to be expected from Eq. (12), but it was not
included in the sketch of Ref. [22]; see their Fig. (1). By
contrast, in their Eq. (4), an effectively cubic dependence
on the magnetic energy was motivated.
The underlying magnetic energy spectrum is shown in

Fig. 6(a) for nonhelical and in Fig. 6(b) helical cases
where kf is ranging from 2 to 60. Those are averaged
spectra obtained by averaging over the time interval
15 ≤ t ≤ 20. In the nonhelical case, the amplitude of the
spectrum is smaller for larger values of kf , because here
the energy has decayed more rapidly. In the helical case,
the spectra have approximately the same height for all
values of kf . This is because the height of the spectrum
is related to the helicity, which is conserved. For small
values of kf , the spectrum has a more extended subin-
ertial range. This is because the turnover time is larger
and there was not enough time for the inverse cascade to
produce energy and small values of k.
Finally, we compare the results for two types of purely

hydrodynamic turbulence with vortical and irrotational
forcings of Table III. The result is shown in Fig. 7. All
these cases are for plane wave forcings. For irrotational
forcing, we do not see the sharp drop-off of spectral power
for frequencies above the peak value as in the vortical
case. This suggests that in the inertial range of irrota-
tional turbulence, there is still some power to contribute
to GW driving compared with the vortical case, where
this is almost not possible at all. However, the spectrum
in the irrotational case shows a fairly steep spectrum pro-
portional to f−7, so the effect on GW production is here
also rather weak. Nevertheless, the spectral form of the
peak might give interesting diagnostic clues about the
nature of turbulent driving at the time of GW produc-
tion.
We mention in passing that in earlier work, it was

found that irrotational turbulence is much more efficient
in driving GWs than vortical turbulence [73]. Remark-
ably, here this is no longer the case and vortical and
irrotational turbulence have rather similar GW energies.
This could be related to the small value of kf , possi-
bly combined with a comparatively short time of driving.
However, to clarify this further, more targeted numerical
experiments would need to be performed.

VI. CONCLUSIONS

In the present work, we have shown that the magnetic
stress from MHD turbulence with scales comparable to
the cosmological horizon scale at the time of the QCD
phase transition can drive GWs in the range accessible
to NANOGrav, if the magnetic energy density is 3–10%
of the radiation energy density. The low-frequency tail
below the peak frequency at 10 nHz or so is shallower in
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FIG. 8: Upper left: NANOGrav 12.5-year contours, gray shaded region corresponds to possible peak frequencies of ΩGW for
source described in this paper, for 1-6 bubbles at QCD; Upper Right: cosmic strings: four average power spectrum models
described in [82] are mono (orange), kink (green), cusp (blue), and a spectrum computed from a simulated gravitational
backreaction model (‘BOS’) (magenta); Lower Left: Inflation [4] nT − r parameter space corresponding within parameter space
of NANOGrav 12.5-year results; Lower Right: GWs from SMBHBs are expected to have a spectral index of γCP = 13/3, which
corresponds to ACP = [1.4, 2.7]× 10−15 from the NANOGrav 5-frequency and broken power laws.

the nonhelical case than in the helical one, i.e., ∝ f1/2

compared to ∝ f . Both scaling are, however, shallower
than what was expected based on earlier analytical cal-
culations. Also the inertial range spectrum above the
peak is shallower without helicity than with, but here,
both spectra are steeper than what is expected if the
GW spectrum was a direct consequence of the MHD tur-
bulence spectrum. The reason for this is primarily the
relatively short time of turbulent driving (one Hubble
time). This is short compared with the turnover time
which, for our runs with the smallest kf of two, is much
longer: 16 (100) Hubble times for our runs without (with)
helicitly. Therefore, there was not enough time to fully
establish the GW spectrum at high wave numbers. For
our earlier runs with larger values of kf , this effect was
less pronounced than for smaller values of kf , but it is
still quite noticeable, especially in the helical case where
forward cascading is weaker than in the nonhelical case.
Our work has led to new insights regarding the pos-

sibility of using an observed GW spectrum for making
statements about the nature of the underlying turbu-
lence in the early universe. One is the already mentioned
slope of the subinertial range spectrum. Another is the
position of the peak of the spectrum. Finally, there is
the strength of the drop of the spectral power for fre-

quencies above the peak frequency, and the subsequent
slope after the drop, which is most likely too small to be
detectable. This, however, depends on the duration of
turbulent driving and could be higher if the driving time
was longer. The specific features of the spectrum near
the peak are different for helical and nonhelical turbu-
lence. This could, in principle, give information about
the presence of parity violation, when would also lead to
circularly polarized GWs.

Data availability—The source code used for the simu-
lations of this study, the Pencil Code, is freely avail-
able from Ref. [78]. The simulation setups and the cor-
responding data are freely available from Ref. XXX.
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